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a 100(usec CW pulse centered at 80 kHz at the wind-roughened surface of a
freshwater lake at a 10.5 degree grazing angle. The returns were sampled
digitally for a 10 msec interval during which surface reverberation was
predominant, and were formed into ensembles at each sample time, Various
univariate moments and the time-difference component of the covariance were
computed experimentally util¥zing ensemble averages. The statistical validity
of the ensembles was determined by testing each ensemble for randomness

and homogeneity. The ensembles were also tested for normality and found to

be non-Gaussian, in contrast to previous studies.

The experimental results were compared to a theoretical model developed
by D. Middleton and others, based on point scattering and Poisson statistics.
The reverberation is modeled as weak scattering from random point sources
representing inhomogeneities at the air-water interface of an otherwise
homogeneous medium. In the present study the peint source was assumed to be
a perfect point reflector distributed uniformly over the surface. The imple-
mentation of the model took into account most of the relevant geometrical
parameters (spatial distribution of sensors, grazing angle, range) and acoustic
parameters (frequency, pulse length, directionality, aperture response, band-
width, signal spectrum) but did rot take into account environmental parameters
(surface wave height, wave spectrum, wind direction).

~° Significant differences were observed between the covariances of the
vertical and horizontal arrays. The envelope of the covariance between the
vertical receivers maintained a significant level at much larger separations
than the horizontal receivers. The phase of the vertical covariance was found
to change linearly with time, resulting in a slow oscillation of the covariance
with time, while the phase of the horizontal covariance was constant (and
non-zero). The vertical covg;iance was also shown to depend on the location of
the elements on the array. ~

The theory, which had been applied previously only to horizontal arrays,
was extended to a vertical array. The theory correctly predicted the dependence
of the horizontal and vertical covariance on the time of observation and on the
time-difference of the observations. In addition, it predicted the dependence
of the envelope of the covariance on horizontal separation of the receivers.

The change of the phase of the vertical covariance with time was also predicted
by theory. However, the theory failed to predict the dependence of the envelope
of the covariance on vertical separation and the non~zero phase of the hori-
zontal covariance. The two failures of the theory were shown to most likely

be the result of the failure to include the environmental parameters into the
implementation of the model. Ways to include these environmental parameters

were suggested.
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1. INTRODUCTTON

The scattering of waves, either electromagnetic or acoustic,
from a boundary or a volume has been the subject of study in many varied
fields. The communications field studies scattering of electromagnetic
waves from the ionosphere to provide over-the-horizon communications.
hk:oustics has recently provided improved diagnostic capabilities to the
medical community by considering the scattering of ultrasound from
organs and tissues of the body. Sound scattered from volume scatterers
can provide information on the number of pollution particles in the
atmosphere or the number of fish in a school. Other diverse fields such
as seismic exploration, non-destructive testing, and architectural
engineering all claim interest in the scattering of waves.

The present study is most directly related to the field of
sonar. Techniques have been developed in this field to enable active
sonars to better detect signals in the presence of noise due to surface
backscattering (reverberation). However many of these techniques require
a knowledge of the statistical properties of surface reverberation, in
particular the coherence of the reverbe.ation. This requirement has
led to interest in the fundamental problem of the scattering of sound
from the surface. The present study is one response to this interest.
The focus of this study Is on the coherence of the scattered sound.

I.1l Previous Experimental Studies

Much of the previous experimental work which has been performed

in this area has investigated the coherence of forward-scattered sound.

1
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The sound source was usually either continuous 3 or explosive; 1 in

8-
some cases & pulsed source was used. 1 In almost every case ttre

received signal was assumed to be stationary and ergodic. Thus the
coherence was calculated using time averages.

Other experimental work has dealt with the coherence of back-
scattered sound, or reverberation. As oppcsed to the experiments with

12-19 .. 20-22
or explosive

forward-scattered sound, the source was pulsed
rather than continuous. In addition, the coherence was almost always
computed using ensemble averages rather than time averages. Thus the

results were not constrained by the assumptions of stationarity and

ergodicity. The present study is limited to the coherence of back-

scattered sound from a pulsed sound source. Ensemble averages are

used to experimentally estimate the reverberation coherence.

Most of the previous experimental studies of the coherence of

reverberation from a pulsed sound source utilize a single receiver and
12-16,18

so only consider temporal coherence. Two studies used a multi-

sensor array and examined the dependence of the coherence on the spatial

separation of the observation points, as well as the time of observa-

17,19

tion. However, these studies considered the spatial dependence of
the coherence only for a linear horizontal array. The present study
employs both a horizontal and a vertical array to examine the spatial
dependence of the coherence for both orientations simultaneously.

The spatial coherence of forward-scattered sound has been exam-

ined for both horizontal and vertical arrays. However, since forward-

scattered sound is predominantly specular, significant differences in
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the spatial crherence ot forward-scattered sound and back-scattered
sound are to be expected. In fact, a comparison of forward-scattered
data by Wille’ and back-scattered data by Urick,22 both using explosive

sonrces, indicates that the back-scattered coherence is significantly

less. Thus it is to be expected that the present study of back-scattered
souni from a pulsed source will demonstrate results which differ signi-
ficantly from similar forward-scattered data.

The spatial coherence of back-scattered sound has also
been examined for both horizontal and vertical arrays utilizing an
explosive sound source and performing time averages to estimate the

21,20
coherence,” °

The results indicated significant differences between
the coherence of horizontal and vertical arrays. Thus it is to be
expected that the present study will also demonstrate significant

differences between the coherence of horizontal and vertical arrays.

1.7 Theoretical Studies in Surface Scattering

Theoretical mcdels of underwater acoustic scattering at an
air-water interface can be divided generally into two .ategories, de-

pending upon whether the boundary is treated as periodic23’2h or

random.zs—HO The present study considers the surface to be random,

that is, the height of the surface waves at any point on the surface
is treated us a random variable.

There are two basic approaches to scattering from a randomly
rough surface. One approach introduces a scalar wave equation and
expresses the scattered field in terms of the Helmholtz integral over

elementary scurces at the surface. The boundary conditions are usually
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applied by assuming a pressure release surface and utilizing the
Kirchhoff approximation.25 The other approach, developed most generally
by Middleton, treats the surface as a random distribution of point
scetterers representing inhomogeneities in an otherwise homcgenecus

medium.27-3o

The interaction of the incident acoustic wave with the
point scatterers is expressed in terms of an impulse response function,
eliminating the need for solving the scalar wave equation for complex
boundary conditions. Middleton's model has been described as the most
complete theoretical model, but one which lacks experimental verifica-

tion.31 It is the model which will be used in the present study.

1.3 The Present Study

The present study has four primary objectives. The first is
to simultaneously measure the dependence of the reverberation co-
variance on the spatial separation of the receivers in both the hori-
zontal and vertical orientations. In the process, the dependence of
the covariance on other parameters will also be measured. A thorcugh
analysis of the horizontal and vertical covariance will be performed.
The second objective is to develop a theoretical model of surface rever-
beration and compare it to the experimental results. The model teing
used has previously been applied to the covariance of a horizontal array
with good success. Thus the present study seeks to extend the model to
the covariance of a vertical array. The third objective of this study
is to experimentally examine the first four univariate moments of the

reverberation, and apply univariate tests for normality. This will

supply some information concerning the distribution of the reverberation




process. The tourth objective involves refinement of the techniques for

measurement and validation of reverberation from multiple receivers.
Care must be taken in the measurement process in order to form valid
sample ensembles of the reverberation. In addition, it is important to

apply statistical hypothesis testing techniques to validate the sample

ensembles for randomness and homogeneity before utilizing these ensembles

to compute the various moments and covariance.

The present study is organized as follows. The experimental
equipment and measurement techniques are described in Chapter II. The
reverberation data were collected by scattering 100 us CW pulses at a
center frequency of 80 kHz from the wind-roughened surface of a fresh-
water lake at a grazing angle of approximately 10.5 degrees. Approxi-
mately 1000 reverheration returns were recorded in a short period of
time from nine vertical receivers and four horizontal receivers.

The theoretical model used in the present study is developed in
Chapter TII. A summary of Middleton's theory is given as it relates to
the present study. Certain assumptions are then introduced which allow
the model to be simplified to the form used by the present study. The
essential assumptions are:

1. The scatterer is modeled as a perfect point reflector,

i.e., scattering is omnidirectional, frequency insensitive
(within the bandwidth of the signal), location insensitive,
and introduces no time delay.

2. The signal is narrowband.

These and other assumptions are then applied to derive the form of the

model used in the present study.
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Chapter IV discusses the statistical testing of the experimental
data. Assumptions inherent in the sampling process which are ne-essary

to transform the reverberation returns into ensembles are discussed.

Then various statistical tests for randomness, homogeneitv, and normal-
ity are described and the results of the tests as applied to each data
ensemble are given.

The experimental estimates of the covariance are given and
compared to the results from the theoretical model in Chapter V. The
procedure for computing the moments and covariance of the experimental
data is described first. Then the moments are presented. The ccvariance
is then analyzed as a function of time, time delay, and spatial separa-
tion for the various vertical and horizontal receivers.

Chapter VI then summarizes the study and draws some conclusions.




IT. EXPERTMENT

Chapter JI is devoted to a discussion of the experimental equip-
ment used to generate and receive the reverberation data and to a
description of the recording and digitization techniques necessary for
this type of study. First, a simple analysis of the scurces of measure-
ment error is performed to help establisn certain requirements for
the measurement system. Then the hardware configuration and measurement
techniques are described which allow these measurement errors to be
reduced to an acceptable level. A description of the transducers and
the deployment of the experiment at the ARL:UT Lake Travis Test Station
is then given. Finally, the conditions under which the date were
collected are described.

II.1 Sources of Measurement Error

Several considerations are necessary in order to accurately
measure reverberation coherence between spatially separated hydro-
phones. A reasonable reverberation to background ratio must be main-
tained where the background ncise is due to both the ambient acoustic
noise and the system electronic noise. Any feedover of the signal from
one hydrophone to the other signals will also limit the accuracy of the
coherence measurement. Thirdly, since the reverberation coherence is
calculated experimentally from an ensemble of signals, the sample ensem-
ble size limits the accuracy of the coherence calculations. Finally,
it is necessary to maintain the phase integrity of the narrowband

acoustic signals at the face of the hydrophones. Actually, it is

T




necessary only to maintain the phase difference of the acouctic sirn:.

between the hydrophone channels at the face of the hydrophones: that

is, the addition of an arbitrary constant phase shift to «ll sisnals

does not affect the coherence of the signals. The following discussion

will analyze these various sources of inaccuracies and describe the
measurement equipment and techniques used to reduce the inaccurscies
to an acceptable level. Although the analysis makes use of several
assumptions which, strictly speaking, may not be valid for the data
used in this study, nevertheless it provides a useful insight intc the
relative importance of the various sources of measurement error.

To get an estimate of the effect of reverberation to noise
ratio on the measurement of coherence between two hydrophones, let the
two reverberation processes be represented by Xl and XQ, which are
identically distributed zero mean gaussian random processes with a
variance of 02. Likewise, let Xn

and Xn represent two additive

1 2

white noise processes which are identically distributed zerc mean

. . . 2 ;
gaussian random processes with a variance of on . The reverberation

s = + = + .
plus noise processes are then Xl+n Xl an and X2+n X2 an
Since it is reasonable to assume that

E(xlxnl) = E(ngnz) =0 R
then Xl+n’ X2+n are identically distributed zero mean gaussian random

. . 2 2 . cL s
processes with variance of o + on . Since it is also reasonable to
assume that

E(X2X ) =0 s

nl) = E(Xlan) = E(xnlxn

2
then

Cov (xl,xe) = Cov (xl+ ).

n’x2+n

-




The correlation coefficient between X and X”+n is then

l+n
ov (X X cov oL, X,
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The rms reverberation to rms noise ratio is R/N = Pt Thus,
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- }
X R,2 X. X
14n"2+n I+ (ﬁ-) 172

This gives an expression for the measured reverberation plus noise
correlation coefficient in terms of the actual reverberation-only
correlation coefficient and the reverberation to noise ratio. The
measured correlation coefficient is always less than or equal to the
actual correlation coefficient, and the difference decreases as the
correlation coefficient decreases. For example, if R/N = 10, the
measured correlation coefficient is .99 when the actual correlation
coefficient is 1.0. Thus, for a reverberation to noise ratio of 20 4B,
the maximum difference in the correlation coefficients occurs for maximum
correlation and reduces the measured correlation coefficient by only .01.
Now consider the effects of feedover between channels on the

accuracy of the correlation coefficient. Let X1 and X, be as above.

Let Yl = aXl, and Y2 = axg, where o is a constant. Yl and Y2 are jiden-~

tically distributed zero mean gaussian random processes with variance of

(ao)?. The measured reverberation signal is then the sum of the actual




reverberation signal and the feedover from the other channel, 3.

™

Zl = Xl + Y2
T T Xy v Yy
where Zl and 22 are the measured reverberation processes.
E(Z) = B(X.) + E(Y.) = 0O
) 1 z
2 2 g [ - 2

E(Zl‘) = E{(xl + Y:) bo=E LN 4 "31 T+ E(Yf )

= 6% + 20 B(X. X ) + (a o)

172
2
= (1 + Qupx x to ) o
1 2

Likewise, 22 is a zero mean gaussian random process with the same var-
iance. The correlation coefficient between the measured reverberation

processes is p

212,
E(Z. 7 I ’
. } E( 1 42) {(xl + axg) (xg + axln
2,2, T =
g (o] a3 g
2 7 .
%1 2 1 %5

(1 + ag) E(X, X,) + 2a o°

1

(1 + ae) ) + 2a

2
+
1+« 2apX

1 X2

This gives a relation between the correlation coetfficient of the
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measured reverberaticon rrocess and the actuai reverberation process as

a function of a, the feedover separation. In this case the measured
correlation coefficient is greater thar or equal to the actual corre-
lation coefficient, and the difference increases as the correlation
coefficient decreases. For a feedover separation of 40 dB, i.e.,

a = .01, the measured correlation coefficient is .02 when the actual
corcelation coefficient is 0. Thus, fuor = chunnel to channel separation
of 40O dB, the maximum difference occurs when the correlation is a minimum
and increases the measured correlation coefficient by .02.

The third source of inaccuracy in measuring the reverberation
coherance is the limited size of the sample ensemble. An ensemble of
reverberation returns is collected, and from this ensemble of returns
a correlation coefficient can be calculated. The standard deviation
of the correlation coefficient as a function of the sample ensemble
size N and the correlation coefficient p for normally distributed

samples is:l7’32

The standard deviation thus increases with decreasing correlation. For
a sample ensemble size of 1000, the standard deviation is .03 for a
correlation coefficient of 0. Thus, the standard error introduced

due to the limited sample size increases with decreasing correlation
and is a maximum of .03.

If the sample ensemble size is constrained to be 1000 samples,

resulting in a maximum standard error of .03, then a crude estimate of the




minimum reverberation to background ratio and the channel to channel
separation desired to reduce measurement errors to an acceptable level
can be obtained by upper bounding the maximum difference between the
true and measured correlation coefficients by the maximum standard
error due to the limited sample ensemble size. As has been shown, a
reverberation to baclground ratio of 20 dB and a channel tc chanrel
separation of L0 dB would maintain measurement errors within this
bound.

As was mentioned earlier, it is also necessary to preserve the
relative phases of the narrowband acoustic signals at the face of the
hydrophones in order to accurately determine the spatial coherence
Phase errors will occur, however, if the measurement system introduces
different phase shifts to the different signals. These different
phase shifts may even be time-varying. There are many points at which
the measurement system can introduce different phase shifts on the
different signal channels. The hydrophone elements themselves can
have different phase responses from hydrophone to hydrophone. Since
each hydrophone has its own set of preamplifiers, amplifiers, filters,
and other associated electronics, each set of electronics can introduce
a different phase shift to that signal. When the signals are recorded
on an analog tape recorder, phase variations of the tape recorder elec-
tronics and record heads from channel to channel as well as dynamic
skew, static skew, flutter and tape stretching can all contribute to

phase errors when the signal is reproduced. Finally, dvring the analog-

to-digital (A/D) conversion process, phase errors will be introduced if
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there are any variations in the A/D clock or A/D electronics from
channel to channel. Thus, the measurement system must be carefully
designed so that these phase errors can be eliminated or corrected.

The techniques used to maintain the phase integrity of the acoustic
signals involve a combination of electronic design, equipment calibra-
tion, special recording and digitizing techniques, and processing of the
digitized signals. These techniques will be discussed in the next
section.

I1.2 Hardware Configuration and Measurement Techniques

The purpose of the previous section was to help clarify the
reasoning that led to the choice of hardware configuration and measure-
ment techniques used to accurately measure the reverberation coherence.
This section will describe the measurement system used.

The receive system electronic equipment is divided into under-
water electronics and surface electronics. The underwater electronics
are located within each of the two hydrophone arrays. Each element which
is used in the hydrophone arrays has associated with it a preamplifier
with 70 dB of gain and a differential line driver. The surface receive
electronics consist of a differential line receiver, gain and phase
adjustable amplifier, bandpass filter, analog gate and summing circuit
for each receive channel. The complete receive system block diagram is
shown in Figure TII-1.

The receive electronic equipment was designed to help minimize
the electronic noise level and the feedover between charn. ~ls. Low noise

preamplifiers are used which were measured to have a wideband noise
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level related to the input with the input grounded of approximately
-~110 dBV. The noise level in the 10 kHz band about 80 kHz will be
significantly less than this. A differential line driver/line receiver

combination is used with twisted pair cable to reduce the level of

feedover between channels in the cable from the arrays to the surface

electronics. Each channel also has a bandpass filter 10 kHz wide cen-~
tered on 80 kHz to reduce the noise level but still provide sufficient
bandwidth for a 100 us pulse. Figure II-2 shows a typical filter re-

sponse.

Measurements were made on this system to determine the electron-
ic noise level and the amount of feedover between channels. The elec-
tronic noise of the receive electronics at the input to the tape re-
corder with the surface amplifier set to O dB gain was -58 4BV + 1 d4BV.
The maximum signal level at the tape recorder input is -6 dBV, which
will give & maximum signal to electronic noise ratio of approximately
50 dB. This is well above the reverberation to electronic noise ratio
needed to ensure that the measurement error due to electronic noise is
below the measurement error due to a limited sample ensemble size.

Ambient acoustic noise was also measured immediately prior to
collecting the reverberation data. The rms reverberation to rms ambient
noise ratio was typically 30 dB or better., Thus the presence of ambient

noise did not contribute significantly to measurement error.

The feedover between channels was measured and found to be
primarily in the surface amplifier. Channels which had physically

adjacent amplifier circuits exhibited approximately -35 dB to -LO 4B
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ol feedover, while channels which were not physically adjacent had no
measureable feedover.
The receive electronic equipment was also designed so that

phase differences from channel to channel could be corrected during the

digital processing of the data. The topside amplifier is gain and phase

adjustable so that any :ain and phase difterences up to the inputs to the

analog tape recorder can be removed. To remove these differences, an

acoustic sisnal at 80 kHz is placed in the water in the farfield of the
) hydrophone arrays and is picked up by the arrays and measured at the inputs
to the tape recorder. After the hydrophone arrays are oriented toward !
tune source, the gain and phase of each channel are adjusted so that each
hydrophone appears to be collinear with the other hydrophones in its array
and has the same amplitude at the inputs to the analog tape recorder.

However, this calibration does not correct for phase differences

due to the tape recorder electroniecs, reproduction process, or A/D
process. To allow for this correction, several signals are summed to-
gether with each channel at the tape recorder inputs, as can be seen *
in Fig. II-1. A continuous sine wave at 160 kHz is provided as the A/D f
clock. The A/D is clocked at the zero crossings of the sine wave to ;
provide sampling at 320 kHz. By summing the clock signal +ith each
channel rather than recording the clock signal on only one channel or
not recording a clock signal at all, any phase variations due to skew,

flutter, or tape stretching can be minimized. During the reproduction

and conversion process, each channel is filtered to separate the 80 kHz

signal and the 160 kHz clock, and each channel is sampled with its own

clock signal.
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This technique alone, though, will not correct for phase varia-
tions of the tape recorder electronics and record heads from channel to
channel, since the phase response of the tape recorder electronics and

recorder heads is not the same at 80 kHz and 160 kHz and the difference

in phase response changes from channel to channel. Thus an 80 kXz
pulsed sinusoid is summed with each channel to provide a reference
pulse for each ping. The reference pulse is digitized as a part of

the reverberation data for each channel and ping. The phase of the
reference pulse is then computed digitally and compared to the phase of
the reference pulse from an arbitrary reference channel and ping. The
digitized reverberation signal is then digitally phase shifted by an
amount which is the difference between the phase of these two reference
pulses. This is performed for every channel and ping.

However, this technique is unambiguous only when the phase
difference between two channels is less then 180°. This will not
always be the case. To compensate for large phase differences, an
80 kH:z phase-encoded pulse (Barker pulse)33 is also summed with each
channel on each ping and digitized with the reverberation data. The
Barker pulse has a particular phase-encoding that produces a very
narrow cross-correlation peak. Thus, the digitized Barker pulse is
digitally cross-correlated for each channel and ping with the Barker
pulse of the arbitrary reference channel and ping for several different
time shifts.3h The digitized reverberation signal and reference pulse

are then shifted by the number of samples necessary to produce the

largest cross~correlation value. This is performed for every channel and

ping prior to phase shifting. O8ince the data are digitized at four Limes

PO S




19

the center frequency, each sample represents 90° of phase shift. Thus,
the cross-correlation of the Barker pulses allows all the reverberation
data and reference pulses to be aligned to within + 90°., The reference
pulses will then provide unambiguous measurements of the phase differ-
ences. It should be noted that by recording the reference and Barker
pulses on every ping as well as every channel, phase variations in time
are also corrected.

To minimize phase variation between channels due to the A/D
equipment, the channels are digitized separately so that each channel
will be processed through the same set of equipment. A 240 kHz pulsed
sinusoid is summed with the reverberation signal and is filtered upon
reproduction to separate the 240 kHz pulse from the reverberation
signal. This pulse is used as a sync pulse to start the A/D on each
ping. .

The receive electronics also contains an analog gate on each
channel which gates off the reverberation signal while the sync, Barker,
and reference pulses occur to facilitate separating them from the rever-

beration signal.

I1.3 Transducer Assembly

The transducers consist of one projector and two line receiving
arrays. Each receiving array has 12 elements. The two receiving
arrays are oriented at right angles to each other. Figure II-3 shows
the relative orientation of the projector and receiving arrays, and also
the spacing of the elements within the receiving arrays. Nine elements

are used in the vertical array and four in the horizontal array. Each
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crement is a planar rectangular element .5 moty
ments of the vertical array have tnelr longe dimenciop oo el
while the elements of the horizontal array have fhelr 7o 00
vertically. The faces of the elements 1 cach coreny o 0 o
the elements in that array., Directivity ratternc oy o ol
element are shown in FPigs. T1=4 and IT=5.  The atoorms o -
75, 80, and 85 kHz, and are typieal oF the patteoors ool o eves
The receive sensitivity or eqch reca2iver chnnne. wne meas.r
and found to be appreximately =107 dB re 1 V/uPa with O i onin o
topside receiver electronica,
The projector is u rectangular planar array 7,00 em by oL .60 o
Its 1iirectivity patterns are shown in Figs. TI-o and 11-7 ¢ Tregencics
of 75, 80, and 35 kHz. The projecting response was measured oo 00wl
and 1'-~und to be approximately 171 4% re 1 uPa/V oat 1 on,
The projector and receiving arrays are memnted inoo o703 7T ees

work and buoyed by flotation. The framework i1s attached to moators

which allow it to be tilted and rotated remotely. Jvnchro transmitters

on the tilt and rotate motors allow remote moniteoring of the orientati-n
of the arrays. Figure TT-8 is a photograph of the assembiyr momted *o

a tower section in alr. The entire assembly was depioyed on oan under-

water tower in Lake Travis near the ARL:UT Lake Travis Tent Station

. 37 . . . . . .
(Fig. 11-9). The tower is located in approximately 40 1w v wator, b€

center of the transducer assembly was approximntely 1307 m below thuy

surface,
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FIGURE 1I-7

PROJECTOR HORIZONTAL DIRECTIVITY PATTERNS
AT 75, 80, AND 85 kHz
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A (onditions for Data (ollection

A little over 1000 reverberation returns were recorded in aujrox-
imatel;r 14 minutes. A pulsed CW signal was transmitted at a center
freq.iency of 80.0 kHz. The pulse length was 100 us. The entire arrs:
was uilted to produce a grazing angle with the surfwce £ approximately
L0.5 degzgrees.

The water was isothermal to a depth o at least JOuom -t
temperatiace of 13.8°C. The sound speed in the water vus determined to
be aprraximately 1363 m/s. The tempevature o1 the sir was 19.40 nnd
winds were from the north at 35-50 kph. The wave heiphts were estimated

to be .3 to .6 m. The array was pointed approximately 47° east of north.
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t{T. ‘THEORETTCAT. MODFL.

There are two fundamental approaches to the theory of
backscattering fron a randomly rough surface. The "physical" model seeks
the solution of a scalar wave equation for statistically random boundary
conditions. It considers scattering from a rough surface in terms of the
statistical distribution of surface wave heights. The other approach is
the "quasiphenomenological” model, developed most generally by Middleton,
which treats reverberation as weak scattering from random point sources
representing inhomogeneities in an otherwise homogeneous medium. It
thus avoids the problem of complicated boundary conditions, but instead
requires a knowledge of the interaction of the incident sound with the
point sources in term: .7 .n impulse response function fo: the point
sources. It is generally agreed that Middleton's "quasiphenomenological”
model is the most complete model of reverberation31 but suffers from
the difficulty of having to specify a scattering function. Fortunately,
it has been shown that, at least in some cases, a very simple scattering
function works well.17

The remainder of this chapter is organized as follows. First
the development of Middleton's model as given in Ref. 27 is outlined.
Additional details of this development are given in Appendix A. Special
attention is given to the assumptions inherent in the model, and the
results for the covariance function are shown. Next the simplifications
which lead to the specific form of the model used in the present study

are discussed.® This includes specifying the scattering function. This

#*This same form of the model wns used by Frazer (Ref. 17).
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scattering function is used in Appendix B to develop an expression for

what Middleton refers to as the elementary scattered waveform. An approxi-

mation o the coavariance function which is valid tor bandlimited simals

is then ieveloped, and some additional approximations which facllitate tio

numerical computation of the covariance function are discussed. Details
nf the computations or the directivity patterns are ~iven in Appenaix .

iTr. The Gencral Model as Developed by Middletoi

The following is a summary of the main features ot Middletun's

model:

!+ The total scattering process is a linear superpositicn of
scattering from independent (in space and time) random point
sources representing inhomogeneities in an otherwise homo-
geneous medium. This is sufficient to specify the scatter-

ing distribution as Poisson.

ro

. The interaction of sound with the scatterers is represented
by an impulse response function.
i. General geometries and transmit and receive apertures are
allowed.
4. fieneral illuminating signals are allowed.
».  Reverberation from multiple receivers is considered.

6. Ohadowing effects for rough surfaces are included.

=3

. Doppler effects due to motion of the source, receiver, nand
scatterers are included.
In Ref. 27 a characteristic fnction for the reverberation pro-
cess is derived based on Poisson statistics. From the characteristic

function the various moments can be determined by taking the appropriate




derivatives. An abbreviated explanation nf this derivation is given

in Appendix A. The characteristic function depends upon a superposition
of elementary scattered waveforms, each representing the scattered
signal from a point. source. These waveforms are determined from wave
and ray theory in a homogeneous medium and include the scattering
impulse response function. The following assumptions are made in this
development :

1. Scattering from the inhomogeneities is sufficiently wesak
that only primary scattering is considered, i.e., multiple
scattering is ignored.

¢. 'The probability that exactly N scattering events occur in
a sufficiently small interval is given by the Poisson
probability law.

2. The elementary scattered waveform for each scatterer is not
a function ot the specific scatterer; that is, the func-
tional form of elementary scattered waveforms are identical
for all scatterers. Also any random parameters associated
with =ach scattering event have the same distribution.

This implies that only one impulse response function is
sufficient to describe the scattering process.

L, The scattering zone is in the farfield of the projector and
receivers.

With these assumptions the joint (in time) characteristic func-

tion of the reverberation process is shown in Ref. 27 to be given by:




¢
U

= expf p (A3t ") Cexp 10,86, vl o 4

where
tl,...,tn are the times of observation;
t° represents the temporal dependence o7 the coattor dersityg
A is the scattering region;
A represents a point in the scatterings region;
p 1s the density of scatterers at point A and time t 7,
U is the elementary scattered waveform at. time t, due o ‘
scatterers at point A;
9 represents a set of random parameters associated with the
scattering process;
and
4 % represents the exnected valuce with cespect to e raniom

parameters 9,
The various moments of the reverberation process are ¢iven by the apvpro-
priate derivatives of the characteristic function. #or instance, if f

¥(t,t”) represents the reverberation process ut time t due ton it

density at time t°, then the moments are «~iver by the U-lloawing:
(x(t,t7)) = pr()\',t,')<U(t,',\,0)>n JA
2 Y = [ e(x;t?) ]e(f-x 0)y v+l *‘v‘.
{x(t,t7)) = AP Ot KU (A0 s Qe e

(X(E X, t 7)) = [t (e o) )

+ (x(t,l,t‘)) (Xt B
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The covariance of rhe proceass is then:

Kt (X(tl,t‘)x(tp,t‘)>—<k(t],t')><fX(t2,t')>

X1

,tzlt')

il

pr(A;t')(U(tl;A,B)U(tﬁ;k,ﬁ)>0dx

For spatially joint processes, for example a siugle projector

and two receivers, the joint characteristic function of the two random

(1)(

(2),

processes X t.,t") and X )(t),t’) is a modification of the charac-

19
teristic function given above:

FXKI)X(Q) = exvl [, (A,t‘)<exp[iE]Ul+i£9U?]-l> el’eodx} )

Some of the relevant muments are given by:

K‘l)(t],tyit') :(’x](t],t')X1(tp,t'»

. IA?](X’t.)<U1(t];x,e])ul(tg;x,e]))edx
K('?)(t] ,t:)|t‘) = (%, (1, ,t,')XD(LZ,t‘»

_ fA)og(X,t‘)<Uq(“1;*’BQ)UQ(tS;A’G?)>ad*
K(lﬁ)(tlstplt‘) = (kl(tl,t‘)xp(t?,t'l>-<x](tJ’t‘)><k2(t?’t‘)>

S fA]qo]?(X,t‘)<U1(tl;x,ﬂl)UQ(tg;A,62)>9dA

I11.2 The Theoretical Model as Used in the Present Study

A special case of this model is now considered. Two essential
assumptions are invoked. Tt will be shown later that the covariance can
be written as the sum of u time difference component (depending on the
time difference t -tl) and a time sum component (depending on the time

2

sum t1+t0). It is assumed that the time sum component is negligible in

comparison to the time difference component, Thus only the c¢xpression

for the time difference >omponent of the covariance is developed., This




assumption is reasonable when the transmitted signal is narrowbana,

i.e., the center frequency of the transmitted signal is much lar.er thar
i* »nandwidth. Secondly, the scatterer is modeled as a perfect point
reflector, i.e., scattering is omnidirectional, frequency insensitive

(within the bandwidth of the signal), location insensitive, and introduce:s
no time delay. Since much of the scattering is from butbles gl or near
the surface which have diameters much smaller than the wavelenstl of the

transmitted sound, this assumption is a reasonable one. Other assump-

tions are as follows: :
1. No random parameters are associated witli the scattering
event, i.e., there is no dependence on 9.
2. The directivity patterns of the projector and receivers
are frequency insensitive within the baniwidth of the
signal (narrowband signal).
3. p(A,t7)ax = 04T, where v _ is the surface scatterer fencity
and is constant, independent of position or time, and .H

where the region of integration is over the surface 0¥ the l

water.
]
. There is no doppler of the projector, receivers, or seat- }
terers. l
5. There are no shadowing effects. i

Using these assumptions, it is shown in Appendix B that the

elementary scattered waveform can be written as

Y AR(RR)AT(RT)

Ut ) = V(tr)
T

(hn)QRRR




whare

and

i

V\'L) ':_i IE\'(])[J(T)H"UA(I)E rdr ;
R_+R
t =t ~ -B__T ;
r ¢

TR(f) is the frequency response ot the receiver;

TT(f) is the frequency response of the projector;

S. (f) is the frequency spectrum of the input electrical signal;

in

RR is the diatance from the receiver to the point scatterer at
the coordinate A
RT is the distance from the transmitter to the point scatterer
at. the conpainate Ay
¢ i3 the speed of sound;
Ap(ﬁR) is the directivity function of the receiver in the
direction ﬁR;
AT(ﬁT) is the directivity function of the projector in the
direction ﬁT;
Y represents the response function of a scatterer which intro-
duces no frequency shift or time delay to the scattered
waveform.

Using this form of the elementary scattered waveform, the co-

variance cf" a joint process can now be written as

(32) ) = j 2 )as
Kl = GSIA12U1(t],\)l2(t2, )
. ~ ~ -
‘ )
Y X0 [ Agy (Rpy Mo (Rpo Jaq(Ry
=77 v
am® Mo Ry Rrofp

e e e -




where

+
L mth
rl 1 c .
+ '
b o=t Fpothip
re 27 e

This surface integral can now be evaluatel numerically to compute *he
covariance.

This expression for the covariance can be expanded m™irther by

. ) - . v
v (t ). Rerpresentins Vit ) in oa paira-

considering the product Vl(t - -

ture formulation as

Vit ) = X cosw t_ + Y sinw t
r or or
where w, is the angular center frequency of the projected simnal, allows

the product V.(t _)V_(t__) to be written as

1" r1” 2 ro

)

rl

= 8 + V53
Ve V(o) = (X (e g eoswy v ) #Y) (8 Dsing ¢

X (X°(tr°)cosmoty3 +Yﬂ(tp°)81nm\trf)

=~ « - o - Q

Multiplying these two expressions together and utilicing the trigono-
metric identities for the product of sine and cosine functions gives

V.V, = %[xlx2+y

1
1V Yz]coswo(I—AF)+ 5[ X

Y,~Y,X,]sina_(r-3F)

1 1 1

+ 1 -
4[X1X2 Y1Y2]coswo (trl+trﬂ>

e

+ LX v + i

5( 1Y Y1X2]51nwo (trl+tr3) r
|
!

where
Rpo~Pry

{
AR = ———— !
c |

and the dependence of the quadrature components on trl’ trO has been

dropped for compactness of notation. Applying tripgonometric identitien




for the cosine
terms gives

/ =
‘A

Substituting this expression tHr V]Y into the o

and sine of a sum to this expression and rearrancing

5 [XIX(}+Y1 Y?]Coswy_?/\ﬁ - [i-ll Y'P_Y i X‘,‘ isi !'xw")f,fijl‘x" W

154 [Xl Y A‘—Y] X, Jeesw

¢

AR + [?v:‘x,‘ﬂ' Y o Jeine ARVsinw 1
J . P i &

. b N T s
LI v -y {deasw (n L4t )

results in a time diffeorence component [terms containing cosw b and
(.

i

sinw 1) and a btime swn component (terms; containin- con. (0 o+ Y

u

1o

sinm<(tll+t )).  For a narrowband sional the time sum terns are ravnidly
i o B

T‘,"

varying functions over the area of intesration for the covariance, oinoe

trl

of integration,

+Tr° contain the variables R

n . jul PRITE 1 o et “yr PO e yspar
& and R, Wiich wvary ey Yl e
T "R1° R ' ¥

Phus the time Sum component will averase vo avrroxisat el

zero in compariscon to the time J3ifforence component o7 the covarinne
Therefore in the oxpression for the covariance it 1s roocooonts R A

the product of

where

V. and ¥V as
] . ¥

) = Xcosw !+Ysinw 1
o .

'

R._-R
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bubstituting this expression for the product of V] and V. into the

(12)

equation “or the covariance K (tl’t?) vives the difference com-
ponent
N ~ 2 ~
Y. Y A A (T
_ 2% r1 Pr1) R?(RR°)AT(RT> e
Kj“(tw’T) = { A Xds} cosw T
oM L
(Lm) 12 RRIRR2RT
Y
1¥2% Agy ( Rl)AR° RR2y\T T) .
+ { : IA YdS}smon
(k) 12 RRlRRQRT
= XlQ(tl’T)CosmoT + Ylg(tl,r)51non
where
1Y 0 A (R, )4(R,)
X, (t, ,1) = L 28 1By VAo (Rps) A (R, )
12451 Gt A, . Xds
m
Rr1Rrofr
~ jo
R.)A_(R__)E5(R.)
- _ 1727s Rl( RL" R2'"R2" 77T
Yp(tyatl = m fAl 5 Yds
m 2
Rp1 Rrofp

XIQ(tI’T) and YlQ(tl’T) represent quadrature components of the
difference component of the covariance, As such the difference com-

ponent. of the covariance can be expressed in terms of an envelope

function and a phase function:

Klg(tl,r) = Elg(tl,r)cos(w01+¢12(tl,T)) .
where
2 2
Eyo(ty,7) -\/;12(tl,r) + ¥ (e ,1)
and
el 0)

[v] =
lQ(tl’T) tan %

12tty07)

g




Implementation of tinis model on a romputer is facilitated by

several additional approximations:

1. The function V(tr) is approximated from experimental

measurement ;.
2. 'The surface integral is evaluated numerically, using the
Simpson's integraticn technique.

3. The directivity functions of the projector and receivers
are computed from the theoretical response for planar
APrays.

The function V(tr) represents the input electrical signal after
it has been filtered by the projector and receiver. It can be measured
expverimentally ror the particular projector, receiver, and signal used
by projecting at an omnidirectional, frequency insensitive (within the
narrowband assumpt: 1) target and recording the received echo. This
echo i3 used to represent V(tr), within an amplitude scale factor. The
onset of the echo., which would represent the time tr=0’ cannot be pre-
cisely defined, since the exact distance between the projector and
target is generally difficult to determine to the required degree of
accuracy. Thus a reasonable point on the received ecﬂo is picked and
defined as the r»int LF=0. Quadrature samples of the received echo are
35

obtaincd by directly sampling v(t ),

. and the quadrature components of

V(tr) are computed for any required time tr by linear interpolation on

the quadrature sample:s of the received echo. For tr less than zero or

greate: than the extent of the echo, V(tr) is defined as zero.

At et et B e e




The waveform V(tr) was measured experimentally by transmittin.
a 100 us CW pulse centered at 80 kHz at a fluid-filled spherical lens36
with a diameter of 15.2 cm and recording the echo received by the
arrays from the sphere. The sphere was at the same depth as the arrays
and at a range of approximately 100 m. The envelope and phase of the
received echo on each receiving hydrophone is given in Figs, I1T-L and
I11-2.

The surface integrals are evaluated numerically using the
Simpson'’s integration technique. This integration technique evaluates
an integral by summing over fixeq step sizes. The integral of a

function f(x) with respect to the variable x between the limits a and b

is approximated by

b AX UAds
[ f(x)ax = = Z mf(a+(n-1)Ax)
3 -
a n=1
where
4x is the chosen step size;
. . b-a
N is the integer closest to IVEL
and

1, ifn=10r N +1
m =42, if n is even

b, if n is odd.

The step size Ax is chosen to provide the desired accuracy for the inte-
gration.

To evaluate the surface integral required for the covariance

computation, the integration is performed over the variables t~ and ¢,
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o

witl, the transformation

o)
ds » we' tTdtTd¢>

where ¢ is the azimuthal angle to a point scatterer, and LT is the time

of the scattering event relative to the beginning ¢f the transmission.
The transformation factor w is a function of both ¢ and tT’ and is

given in explicit form in Appendix C. For the parameters of this

study, w was very close Lo 1. Hince hT = ctT, then
1
5 s = 2 dt,_ds
R tT T
T

The Simpson's integration technique is used to evaluate both integrals, i

with the tT integration performed first since the limits of the t

T !
integration turn out to be ¢ dependent.
{
The quadrature components of the covariance are then ﬁ
R A (R AS(R)
X (¢ T)_Yle"s ty b P (Bra e Bro A By Yot o
e ’ 9 - l
2rl (Lm) o Y R Rroty r
Y. Y 0 ¢t A (R _)A (R )A;';(é)
Y. (t.,1) = 1 2's f U f 8] \Rl Rl AR2 R2 T Ywdtrd¢ \
» F) - 1
1271 (am)” et Fg1Brotr ‘

T L
where the area of commcn scatterers A1° determines the 1imits on the ¢
and tq,integrations. Vigure II1T-2 shows the common scattering region

for two horigz-ntal receivers and a projector. Only scatterers whic. were

illuminated between the times tlI and LlU contribute to the waveform

of receiver 1 at time t], where t and t are given by

1L iu

-~
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R S RANT A
1L 1 :
& =t RRl(tlU)
w1 e
where T is the transmitted pulse length. Likewise, only the scatterers
which were illuminated between the times t?L and t?U contribute to the
waveform «f receiver 2 at time 1. = 1' + 1, where th and tO” are given
by
Ro.(t, )
R2" 2L
= + 7 - -7
tEL tl 1 = |
& -t + P QH'L?U) ;
ou - 1! .

Thus the scatterers which contribute to both receivers at both times t

1
and t,. are those which were illuminated between the times tL and tU’
where tL and t” are given by
£, = maxlty) sty |
tU = mln[tlU, t?”] . ‘

The above equations for t and t y are solved ijteratively

1. b Pore ?
in order to determine the 1imits for the trP integration.

The 1imits on the ¢ integration are much easier to determine,
and in fact depend only on the horizontal directivity pattern of the

projector. The limits are chosen so that most of the projected sound

is within the chosen limits. If the sidelobes of the projector are

sufficiently low, it can be assumed that to & good approximation the

scatterers are illuminated only by the main ;Qbéiof the projector. The

limits are then typically chosen to include only the main lobe.




The directivity functions used in the covariance calculation
are computed from the theoretical response for planar, shaded elements.

The projector is bizonally shaded in both dimensions, while the receiving

elements are bizonally shaded in the long dimension and unshaded in the

short dimension. The projector's directivity function is given by

sinX+%sin(K) sinY+%sin(l)
A(§)= 2 . 2
T 5% 5Y
T
where
Yo
X = P QTVs1naTc058T 5
Y
Y = EévaHSlnaTSlnBT 5

~

RT is a unit vector from the projector to the point scatterer
with respect to a coordinate system centered on the

projector, as illustrated in Fig. III-k;

L is the vertical length of the vprojector;

vV
QTH is the horizontal length of the projector; and
G, and BT are spherical angular coordinates, represented by the

angles a and B in Fig. III-kL.

Likewise, the directivity function for the horizontal receivers is

given by
sinX+%sin(£)
A(R..) = 2 , 8inY
Ri 5X Y
L

and for the vertical receivers is given by

sinY+%sin(%)

ARy ) = 20X

Ri X 5Y
v




FIGURE Il1-4
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where
w
X =2 L sina_.cosB ;
2c "RiV Ri Ri >
W
Y = 2 2 sina,.,sinf H
2c "RiH Ri Ri ?

IN

t .
RRi is a unit vector from the i h receiver to the point scatterer
with respect to a coordinate system centered on the receiver;
. . .th .
QRiV is the vertical length of the i receiver,
QRiH is the horizontal length of the ith receiver; and
aRi and BRi are spherical angular coordinates represented by the
angles o and B in Fig. TIT-L.
Details of the computation of the directivity functions in terms of the

variables of integration t, and ¢ are given in Appendix C.

T
A comparison of the computed and measured directivity patterns
for the projector is given in Figs. IIT-5 and IT[-6 for a frequency
of 80 kHz. The corresponding directivity patterns for a typical re-
ceiver element are given in Figs. ITI-7 and III-8.
The steps sizes for the tT and ¢ integrations were chosen to
6

achieve an accuracy of at least one percent. A step size of 2.5 x 10" s

was found to be adequate for the tT

integration. The required step

size for the ¢ integration was found to depend upon whether the elements
were separated vertically or horizontally. The integrand of the ¢ inte-
gration for vertically separated elements changed only slowly over the
range of ¢. Thus a step size of ” degrees was sufficient. However,

for horizontal separations the integrand changed more rapidly. For

separations out to 5 em, a step size of 1 degree was sufficient, but

for a separation of 7.5 em, a 0.9 degree step size was necessary.
k4 .
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Further spacings required such small step sizes that in view of the

negligible levels of coherence between these spacings, the theoretical

computations were not performed. The ¢ integration was performed over

the limits from =15 to 15 degrees.

i
,
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IV. GSTATISTICAL TESTING OF SAMPLE DATA

The reverberation field is sampled to form experimental ensem-

bles, and various statistical tests are performed on the ensembles to
validate the sample data. This chapter discusses the sampling procedure,
including the assumptions inherent in the sampling process. The statis-
tical tests are also discussed, and the results from applying these
tests to the sample data are vpresented.

Iv.1 Formation of Sample Ensembles

The electrical signals produced at the output of each receiving
element by the acoustic reverberation are treated in this study as
continuous time random processes, denoted by Vi(t,w), where 1 indexes
the particular random process (1<i<13), t represents the observation
time relative to the beginning of the pulsed transmission, and w indexes
the particular realization of the random process which was generated
from the parent population ¢ of all possible realizations of the random
process. For this study, 1<u<108L. Tor a fixed w, vi(t,w) is a partic-
ular realization, or sample function, of the ith ranlom process.

The continuous time random process vi<t.m) is sampled in time
during the analog-to-digital (A/D) nrocessing for each realization. The
sampled function is denoted by vi(tnﬂn), where t _ denctes one of the
discrete times at which the sampling occurred. For this study, 1<n<3200,
where the sampling occurred at four times the center frequency of the
transmission, or 320 kHz. Thus the reverberation rrocess was sampled

for a total time of 10 ms.




For a fixed tn and receiver element 1, the collection of all

Vi(tn,w), 1<w<108L represents a finite sample set of a random variable,
and is referred to as a sample ensemble. To be a valid sample ensemble,
the sampling assumptions must be met: each sample of the ensemble must
be independent and identically distributed, i.e., the samples are a
random collection of realizations of the random variable vi(tn,m) for

a tixed tn and 1. The results of testing the ensembles for randomness
are presented in a later part of this chapter.

The A/D conversion not only reduces the continuous time process
te a discrete time process, but it also quantizes the value of the
signal at each time into one of.a finite number of discrete values. A
12-bit A/D converter was used for the digitization. The instantaneous
value of the electrical signal was thus converted to an integer in the
range of =2048 to +20L47, giving a dynamic range of approximately 66 dB.
Thus the samples of the random process are no longer continuously
vajued, but instead take on discrete values. This aspect of the sampling
has a significant effect upon the statistical testing of the ensembles.
Most of the statistical tests assume that sampling is from a continuous
distribution and thus no two or more samples will have precisely the
sune value. This assumption cannot always be met when the samples are
gunntized into a finite number of values. Thugs the statistical tests
must be adjusted to account for ties in the sample data.

The previous discussion has served to point out the assumptions
irherent in the technique used by this study to form sample ensembles.
Thr data upon which the computations in this study are made are limited

ensembles of quantized, finite range, discrete time, raniom processes.
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It is assumed that these data adequately represent continuously valued,

continuous time random processes. Generally, the statistical tests
account for the fact that the data is a limited ensemble of samples

from a continuous distribution and also generally account for quantiza-
tion effects which lead to ties in the data. Thus finite ensemble

size and quantization are not significant limitations. The limited
dynamic range of the sampled data must be considered during data collec-
tion and digitization to ensure that virtually the entire distribution of
values of the reverberation process falls within the available dynamic
range of the data collection and digitization system. It must be
assumed that the extreme tails of the distribution of the random process
which were not included in the sampled data due to limited dynamic range
contribute negligibly to the results of this study. Observation of the
sampled data indicated that only occasionally was the value of the
reverberation process outside the dynamic range of the A/D converter,

so that it is felt that the dynamic range is also not a significant
limitation.

Iv.2 Statistical Testing of Ensembles

Since the reverberation is treated as a random process and the
reverberation ensemble as a random sampling of the parent population of
the random process, then it is assumed that the ensembles consist of
random variables which are independent and identically distributed. In
an attempt to verify that the collection of reverberaiion events forms
a valid ensemble, each ensemble was tested for randomness or independence.
Since the elements of a valid ensemble must be not only independent but

also identically distributed, further tests for homogeneity were also
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aprlied to each ensemble. An ensembile was acceptei as a valid

sample ensemble if the hypotheses of randomness and homogeneity could
not be rejected by these tests at a reasonable level of significance.

After the samplec ensembles were verified, they were then tested
for normality. That is, euch ensemble was tested tu determine if it
represented a sampling from a normal parent population.

IV.2,1 deneral Remarks on Hypothesis Testing

One of the requirements of hypothesis testing s to
establish a criterion for accepting or rejecting an hypothesis faor an
ensemble or group of ensembles. Before engaging in a discussion of the
details of statistical hypothesis testing, a few qualitative remurks
may help to clarify the crifterion chosen in this study. The basic
"output" of an hypothesis test upon which this criterion is usually
based is the probahility of makine a mistake by rejecting the test hypo-
thesis. That is, an hypothesis test is performed nn an ensemble and
the basic result of the test ic this probability. Typically if this
probability is small, that is, the probability of erring by rejecting
the hypothesis is small, then the hypothesis can be rejected for the
ensemble with some degree of confidence, while keeping in mind that there
is some small probability of being wrong.

In the present study many ensembles are obtained, one :t
each sample time for each channel. Instead of accepting or rejecting indi-
vidual ensembles, as is typically done, it is desirable to either accept
or reject the entire set of ensembles for ecach channel. That is, it is

degsirable to elither accept or reject the hypothesis being tested for

each channel over the entire 10 ms of the recorded reverbcration returns.
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Of ecourse, this acceptance technique assumes that the property of the %
data which is being tested, such as normality or homozeneity, does not

change 1uring the 10 ms reverberation return. This may not always be the

case, h and thus it may be necessary to accept one segment of the data
while rejecting another segment.

In any case 1t is necessary to establish a procedure which
will 2llow the acceptance or rejection of the entire set, or zome segment of
the entire set, of .m=uiibles for each channel. One such procedure is to 1

examine the percentage of ensembles which have a small probability of

erring. If a disproportionately large percentage of the ensembles have

small probabilities of erring by rejecting the hypothesis, then it is

reasonable to reject the hypothesis for the entire set of ensembles. On
the other nand, if the percentage of ensembles with small probabilities

is commensurate with the level of probabilities, then the hypothesis is

accepted for the entire set of ensembl=s. For example, if approximately
10 percent of the ensembles have a probability of making 2 mistake less
than or ¢rqual to 0.1, then the hypothesis can be accepted. If, however,
the percentnage of ensembles is significantly different from 10 percent,
then the hypothesis is rejected at this level of 0.1. The probability
of makins a mistake by rejectin~ the hypothesis is referred to as the
probability of making a Type T error, and is Jdenoted by a. The level

at which an hypothesis is tecsted is referred to ns the level of sipnif-
icance. .n this study, the level of sirnificance wars chosen to be 0,1

for all the hypothesic tests.

Having qualitutively dircussed the rosulta of an hypo-

thesis 15t and established a criterion for acceptine or rejecting an




hypothesis, a4 more detailed discussion o1 the general proceaures for
applyving these tests is appropriate. Fach or the statistical tests
applied in this study tests a single null hypothesis HO against a single

alternative hypothesis H No testing is performed against multiple

1°
hypotheses. Yor example, the test for randomness tests the null hypoth-
esis

H”: the sample ensemble i1s random,

against the alternative hypothesis

H.: the sample ensemble is not random.

1
To accept the alternative hypothesis H] is to reject the null hypothesis
HO' No attempt is made to discriminate between various types of non-

randomness in the test itself. However, the particular test chosen may

be more sensitive to one class of nonrandomness than another. Thus the

test should be chosen which is most sensitive to the type of nonrandom-

ness expected in the data in order to produce results which can be con-

. . 39

fidently relied upon.
Hypothesis testing is performed by first computineg a

test statistic which is a function of the sample cnsemble beinyg tested.

For example, denoting the random variables of the sample ensemble by

v.{(t ,w) and the test statistic by T.(t ), then
1 n 1 n
Tt ) = Flv (t ,w)) i
1 1 1 n

wvhere F is gsome function which defines the particular test being used.

The test staiistic is itself tnerefore a random variable which has

(perhaps unknown) probahility Jdistributions under f,, and Hl' That is.,
if the sample ensemble mect: the ceriteria of the null hypothesis, then

the test statistic will have a particular probability distribution. If
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the sample ensemble meets the criteria of the alternative hypothesis,
then the test statistic will have a (hopefully) different probability
distribution.

The probability distribution of the test statistic under
the null hypothesis is generally known or can be approximated. From this
distribution, the probability of obtaining or exceeding the value of the
statistic which was calculated from the sample ensemble, assuming the
sample ensemble met the criteria of the null hypothesis, can be calcu-
lated. If this probability is small, then the assumption of the null
hypothesis is rejected and the alternative hypothesis is accepted. This
probability was referred to previously as the probability of making a
Type I error, and is designated o«. Thus « is the probability of announc-
ing H1 when HO is true, written as

a = P(H1|HO)

The probability a provides a measure of the confidence
with which the alternative hypothesis can be accepted. If a is very

small, then there is little chance of making an error in announcing Hl,

and thus one can be confident about announcing H However, if a is

1
not small, then Hl cannot be reliably accepted and instead HO is
accepted. Unfortunately, the value of o provides no indication of the

confidence with which Ho can be accepted. In order to confidently accept

H the probability of announcing HO when H, is true, written as

o’ 1
P(HOIHl), must be known to be small. This probability is known as the

probability of making a Type II error and is designated by B, i.e.,

B = P(HOIHl)

B




1-B is sometimes referred to as Lhe pawer of a test. To calculate this
probability, the distribution of the test statistic under the alterna-

tive hypothesis must be known. This distribution is generally not

known ror the types of tests used in this study. Thus, the best that
can be said is that if H1 cannot be accepted, then H0 cannot be reliably

rejected.

In an attempt to minimize this deficiency, several
criteria are applied tn hypothesis tests in an effort to define a test
which will most likely be the most powerful test to use. One of the
most common criteria is asymptotic relative efficiency (ARE). It is
a comparison of the efficiency of one test to another test, and is
defined as follows. Let NA be the number of samples that test A
requires to achieve a power 1-8 at a given significance level a, and
let NB be the number of sample; that test B requires to achieve the
same power at the same significance level. Tests A and B test the same
null hypothesis H0 against the same alternative hypothesis Hl and each

has test statistics which are asymptotically normally distributed. The

ARE is the ratio of N, to N_ (N /N _) in the limit as N, and N, go >

A B AB A B
infinity and as H] goes to HO.
l
The ARE is useful primarily as a comparison of several %,
different tests to the same reference test. While the magnitude of F

the ARE has only a limited meaningfulness, a comparison of the ARE of
several comparable tests is generally a good indication of the ranking

of the power of the tests.ho Thus the test with the largest ARE is

=

usually the most powerful test. Tf the tests are nonparametric, i.e., 5

no assumption is made as to the form of the probability distribution




of the sample ensemble {except possibly for continuity or some other

rather general assumptions), then usually a most powerful parametric test
is used as the reference test from which the ARE of the nonparametric
tests are determined. In this study, the tests for randomness, indepen-
dence, homogeneity, and one test for normality are all nonparametric tests.

Alternatively, an empirical method is often used with
parametric tests to estimate the efficiency of various tests when the
distribution of the test statistic under the alternative hypothesis is
unknown. The sample ensemble is assumed to have a certain distribution
under the alternative hypothesis, and from this distribution the distri-
bution of the test statistic under the alternative hypothesis is empiri-
cally calculated for various sample sizes. It is then possible to compute
the power of the test from this empirical distribution. This procedure
is usually repeated for a number of different sample ensemble distribu-
tions. In this way the power of several tests can be compared for a
number of different distributions to determine the test which generally
has the largest power over the widest class of distributions. Alterna-
tively, if the sample data is known a priori to come from one of a
restricted class of distributions, then a test can be chosen which has
the largest power over this restricted class of distributions. In this
study, three of the tests for normality are parametric tests.

The tests used in this study were generally selected to
provide the most power for the type of data being tested and the likely

alternatives. The runs up and down test was used as a test for random-

ness, while the Kolmogorov-Smirnov two-sample test and the Wilcoxon rank-




sum test were noed for testinge honogeneits o The roar 1 ests 0 normeel ity
were Pearson's test of skewness, Pearson's test of kurtosis, (i'Agostino's
test, and the Kolmogorov-Smirnov one-sample test., The {(two-tailed) level
of significance was chosen to be 0.1 for all tests.

The tests were performed on each of the 2200 ensembles
from each of the 13 channels. TFor each test, the probability of a Tyre I
error was computed and compared to the level of significance. The per-
centage of the 3700 ensembles from each chanrel that failed a particular
test, i.e., that had a probability of a Type I error telow the level of
significance, was also computed. In order to determine if the hypothesis
being tested should be accepted for all 3200 encembles, the results of u
particular test were treated as outcomes from independent, repeated
Bernoulli trials.ls That i3, in this scheme two outcomes from a test are
possible: the probability of a Type T error a is greater than or equal
to the significance level, or it is less than the sisnificance level. The
probability that a is less than the zifnificance level under the null
hypothesis is just the value of the airniricance level.  That is, Yor oo
significance level of 0.1 there is a probability of 0.1 that a will be
less than G.1 if the null hypothesis is true. Tf {thic praotability is
denoted by p, then for all the tests considered in this study,

1= Irobla<o.1] = 0.1
According to the binomial law, the probability that, out " n injepeniont
outcomes each with a probability 1 of having a valae of » Jess than Ui
significance level, k or more of the outeomes will actually have valaes

of a less than the sipgnificance level i iven by
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n
B(k;n,p) = ) pl(y-p)n-i
iz=:k (1) g

This binomial distribution has a mean of np and a standard deviation of

[np(1-p For a particular test the number k of outcomes which had
values of a<0.1l were determined and the resulting binomial probability
was computed for each channel. If this probability was small, less than
0.05, indicating that too many outcomes were below the significance level,
or if it was large, greater than .95, indicating too few outcomes, then
the null hypothesis was rejected in favor of the alternative hypothesis
for that channel. If the probability was greater than 0.05, then the
null hypothesis could not be confidently rejected.

This technique assumes that the outcomes are independent.
It will be shown in the next chapter that the reverberation used for this
study has a correlation time of approximately 250 wus. Thus tests per-
formed on ensembles representing sample times which are less than 239 us
apart may not have independent outcomes, although it is difficult to deter-
mine the precise relationship between the correlation of the reverbera-
tion process and the dependence of the outcomes of a test. The approach
taken in this study to attempt to extract independent test outcomes was
to select the outcome of the test from every 80th ensemble, corresponding
to a time separation of 250 us, from the set of 3200 ensembles from each
channel. These L0 values of a were then examined to determine the num-
ber k of values less than 0.1, and this number was used to comrute the

15

binomial probability. Thus n=L0 in the computati-nus of the rinomial

probability.
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In the present study, the reverberation samples
cannot be so easily divided into two distinct classes since the samples
are continuously valued and thus take on a range of values. One
possibility is to test the sign of the difference between the samples
and the sample mean.hl However, if the distribution of the samples
is symmetric about the mean, which is very likely the case for rever-
beration, then this test will be insensitive to any changes in the
variance of the distribution which might have occurred during the
collection of the sample ensemble.39 That is, the sample ensemble may
not be random due to a lack of homogeneity, but the test will fail to
detect it. A test of this sort is a test only of the randomness of
the signs and not a test of the randomness of the samples.

An alternative pair of events which is more
suitable for an ensemble of continuously valued samples is an unbroken
sequence of increasing or decreasing observations. Although the proba-
bility distribution associated with the total number of runs of this
type is different from the probability distribution associated with
the previously described runs, it can still be calculated. The total
number of runs r in a sample ensemble of size n is asymptotically

normally distributed with mean and variance given by:ho

2n-1
3

o2 = 16n-29 )
90

Thus the statistic r is transformed to a normal deviate

r-y
g
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and is referenced to the normal distribution function. Since the exact
distribution of r is discrete and the normal approximation is continuous,
a continuity correction is applied by reducing the absolute value of

r-u by %. The test statistic is then:

sgn(r-p)[|r-p]-.5]
[o}

7 =

where sgn(+) is the sign function.

To guard against nonrandomness due to either
too few runs (Z significantly less than zero) or too many runs (2 sig-
nificantly greater than zero), the absolute value of Z is used as the
test statistic. The test is then referred to as a two-tailed test.

The distribution of |Z| under the null hypothesis can be easily deter-
mined from the distribution of Z, and the significance level of IZI can
be calculated from the significance level of Z.hg Denoting the

distribution function of Z by F (2) and the distribution function of

|z| vy Flzl(z), then since Z has a symmetric density function about
zero,
Flzl(z) = 2Fz(z) -1 4, 2z2>0
Since
a= P(Hllﬂo) = P(|2]>2) =1 - F|Z|(z) s
then
a = 2(1-Fz(z)) =2P(2>z) ,z>0 .

Thus the calculated value z of the test statistic |Z| can be related to
the normal distribution function and the resulting probability of

exceeding that value can be multiplied by 2 to determine the signifi-

cance level for |Z|.
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The runs up and down test assumes that there
are no tied observations. 1If ties do occur, only adjacent tied values
could possibly affect the number of runs. In order to account for ties,
the ties are handled so as to produce the minimum possible number of
runs and then the maximum possible number of runs. The probabilities
associated with the minimum and maximum number of runs are computed
to provide upper and lower bounds on the level of significance.

The ARE of this test was found to be zero
with respect to several distribution-free and parametric tests.ho
However, even though its efficiency is low, the power will be large due
to the large number of samples employed in this study. The test was
chosen for use because of its simplicity and economy as compared to a
more efficient test such as the Xendall rank correlation test for ran-
domness.

The results from the runs up and down test are
displayed graphically in Figs. IV-1l through IV-L. The plots show the
probability of a Type I error for each of the 3200 ensembles of each
channel. The percentage of probabilities below the value of 0.1 are
computed for each channel and indicated on the plots. The percentages
are based on all 3200 samples and not on an indeperdent sampling of the
ensembles. The two values represent probabilities associated with the
minimum and maximum number of runs and can be considered as bounds on the
true percentage. It can be seen from these plots that there was not sig-
nificantly more than 10% of these probabilities below 0.1. I%t will be

shown later that probabilities based on independent 3ernoulli trials were

not small enough to reject the random hypothesis. Thus the entire set of

L SR S
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ensembles for all channels was accepted as random, that is, randomness
could not be reliably rejected.

The tests for randomness were performed only
on the last 500 samples from each ensemble, instead of the entire 1084
samples. The results of the next section will show that the entire
1084 samples were not homogeneous, but that the last 500 samples of
each ensemble were more nearly homogeneous. Thus all of the statistical
analysis was performed only on the last 500 samples of each ensemble.

Iv.2.3 Testing for Homogeneity

The non-parametric tests for homogeneity employed in
this study divide the sample ensemble into two sub-ensembles of length
n and m and test that the two sub-ensembles are identically distributed.
Specifically, they test the null hypothesis:

HO: each of the possible combinations of sub-ensembles, one
of length n and thg other of length m, obtainable from the
total ensemble of length n + m was equally likely to have
become the one which was actually obtained;
against the alternative hypothesis:
Hl: certain combinations of sub-ensembles are more likely than
others.
For the null hypothesis to be true, the two sub-ensembles must be
identically distributed. Since the most likely source of inhomogeneity
in the reverberation data is a change in reverberation intensity
between the beginning and the end of the recording of the data (approx-
imately a 14 minute period of time) the two sub-ensembles initially

consisted of the first 500 samples and the second 500 samples of the
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ensemble. Two tests for homogeneity were employed. The first one
to be described is the Kolmogorov-Smirnov two-sample test. The second
is the Wilcoxon rank-sum test.

IV.2.3.1 The Kolmogorov-Smirnov Two-Sample Test

The test statistic for the Kolmogorov-Smirnov
two-sample (KS-2) test is the maximum absolute difference between the
empirical cumulative distribution functions of the two sub-ensembles,
denoted Dmn' Although the exact distribution of Dmn can be calculated,h3
for large sample sizes the Smirnov approximation is more useful.hh ifr

Dmn is transformed to the statistic Z, where

7 me*n

D
mn - m+n

then Z has as its limiting distribution the Smirnov distribution. With

4
a correction for continuity, Z becomes 4

VEZ . o

z = mn = mén
where 5
c=3'n forn=km k=1,2,3.....
2

5/n for n # km

The Smirnov distribution F(z) was approximated as

(0 , —w<z<,22
2
/—3—1 exp (-'12-) , .22<z<.80
F(z) = < 8z

1- 2[exp(-2z2)-exp(-822)+exp(-1822)L .80<2<3.15
Ll s 2>3.15

The probability of a Type I error is

a=1- F(z)

o
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The probability of a Type I error is plotted

in Figure IV-5 for all 3200 ensembles of channel 11 using the first

1000 samples of each ensemble. Slightly over 30% of the ensembles had

a probability of Type I error under 0.1, indicating a lack of homo-

geneity between the first 500 and second 500 samples of these ensembles. '+
!}

Figure IV-6 gives a strong indication of the source of the inhomogeneity.

100-sample estimates of the variance were computed throughout each i
ensemble of 1084 samples and are plotted for every 32nd ensemble of the ‘
entire set of 3200 ensembles from channel 11. Since the variance is
proportional to the intensity of the reverberation, this plot is indic-
ative of the change in reverberation intensity during the approximately
14 minutes hecessary to record the 1084 reverberation returns and the

10 ms during which the returns were digitized. It is obvious that

the reverberation intensity was significantly lower during the first
part of the data recording period, after which it increased to a maximum,

then decreased somewhat and was relatively stable during the last

part of the 14 minute recording period. The change of the reverbera-
tion intensity for a single ensemble is shown in Fig. IV-T7 and further
demonstrates the change in reverberation intensity which is character-
istic of all the ensembles., Thus it was felt that this change in
intensity was the cause of the lack of homogeneity in the data set.
Since the intensity over the last S00 samples of each ensemble appears
to be more stable, the last 500 samples should be more nearly homo-
geneous. For this reason it was decided to restrict all further
analysis of the reverberation returns to the last 500 samples of each

ensemble.

—————— e o

.
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Figures IV-8 through TV-11 displsy the results
of the KS-2 test for all 13 channels, utilizing only the last 500
samples of each ensemble. The percentage of samples below the threshold
of 0.1 varies generally between 10 and 20 percent. These percentages
indicate that there is still some inhomogeneity even in the last 700
samples, but it is not as severe as in the first 1000 samples. FEven
though this inhomogeneity is present, it was felt that it woula not
be a severe limitation to the rest of the analysis.

It can be observed that physically adjacent
charnnels in the vertical array fail the KS-2 test in approximately the
same regions. For example, channels 1-3 (Fig. IV-8) all fail signifi-
cantly in the region between ensembles 2200-2300. However, there are
some exceptions also, like the region around ensemble 2000, where channel
3 fails but channels 1 and 2 do not. In general, this similarity in
the failure regions indicates a high degree of correlation between
these channels. Examination of the four horizontal channels (Fig. IV-11)
shows little similarity between adjacent channels, which would indicate
a lower level of correlation.

1V.2.3.2 The Wilcoxon Rank-Sum Test

The rank of a sample within an ernsemble repre-
sents its relative size within the ensemble. The smallest sample has
a rank of 1, the next smallest a rank of 2, and so forth. If the
ensemble is divided into two sub-ensembles of length n and m (nsm),
then the Wilcoxon rank-sum statistic W is the sum of the ranks of the

samples from the sub-ensemble of length n among the entire n+m samples.
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The exact null distribution of W is known and has a mean W:

W = Mn(n+m+l)

and a variance Ss:

s2 nm(n+m+1)
w 12

and is symmetric about the mea.n.h0 The distribution is asymptotically

normal so that for large sample sizes the normal approximation with

continuity correction can be used, where the N(0,1) deviate is

7 = SER(WW) <[ |W-W|-.5]

S
w

The two-tailed version of the test was used, so IZI was referred to the

normal probability distribution. A correction for the normal approxi-

k5

mation was also applied. The calculated value z of the test statis-

tic |Z| was referenced to the normal probability distribution to deter-
mine the probability P1 of exceeding that value. P1 was then reduced

by the factor
n2+m2+nm+n+m
20nm( n+m+1

‘;5(

- g(z)
3 2
where g(z) = 27 *(2°-3z)exp(-2“/2)

This reduced probability was multiplied by 2 for the two-tailed level

of significance.

The Wilcoxon rank-sum test assumes that there
are no tied observations. To account for ties, the test statistic W
is computed by handling ties so that W is as small as possible, and
then as large as possible. The associated probabilities are assumed

to provide a bound on the true probability. ! 1
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The test is particularly sensitive to
inhomogeneities due to unequal locations, but will also detect other
differences. For testing for unequal locations between populations which
have identical shapes and variances, the Wilcoxon test has an ARE which
is no lower than .864 relative to the two-sample t test.]40 It is
more powerful than the KS-2 test for detecting changes in location of
normal populations. In general, the Wilcoxon test is more powerful or
almost as powerful as other non-parametric tests for detecting changes

in location.

The upper and lower limits of the two-tailed
probability of a Type I error are plotted in Figs. IV-12 through IV-15.
Although a few channels have significantly more than 10% failures (as
much as about 15%), most channels have less than 10% failures. This
indicates that there is not a significant inhomogeneity due to a change
in location. It also indicates that the Wilcoxon test is not as sensi-
tive as the KS-2 test to the type of inhomogeneities which are present.
A comparison of the results from the Wilcoxon and KS-2 tests shows
that in virtually every instance in which the Wilcoxon test failed, the
KS~2 test alsoc failed. However, the opposite was not true. Thus the
Wilcoxon test did not detect inhomogeneities which were not already

detected by the KS-2 test.

IV.2.4 Summary of Results of Tests for Randomness and Homogeneity

The purpose of the tests for randomness and homogeneity

was to determine if the collection of ensembles for each channel could bve

considered to contain independent, identically distributed random variables.

N e
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Three statistical tests were applied, one test for randomness and
two tests for homogeneity. As was described earlier, the probability of

a Type I error for every 80th ensemble was compared to the level of sig-

nificance of 0.1 and the total number of probabilities below this level
were tabulated for each channel. The probability that this number or more
would be below the level of significence was computed for each channel and
each of the three tests. The results are reproduced in Table IV.1.
Although there are some probabilities below .05 or greater than .95 for
one test of a particular channel, this condition did not occur for the other
tests for that channel. For example, the binomial probability resulting
from the runs test for channel 5 has a value of .99, but the KS-2 test

and Wilcoxon tests do not exhibit such extreme probabilities. Thus con-
sidering the three tests together, the assumption of a statistically valid
ensemble, i.e., consisting of i.i.d. random variables, cannot be confi-
dently rejected for this channel or any of the channels. Therefore the
collection of reverberation ensembles was accepted as valid ensembles for

all channels. L

IV.2.5 Testing for Normality

Each ensemble of each channel was further tested for 2

univariate normality using four different tests: Pearson's test of 5

skewness, Pearson's test of kurtosis, D'Agostino's test, and the Kolrmo-
gorov-Smirnov one-sample test. FEach one tests the null hypothesis:
H .

o’ the samples of the ensemble consist of random variables i

drawn from a normal parent population;

!
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against the alternative hypothesis:

Hl: the samples are not normal.
No a priori values were assigned to the mean and variance of the ensem-
bles; that is, the tests for normality were not testing to determine
if the ensembles were normally distributed with a particular mean and
variance. Rather, the mean and variance were assumed to be the sample
mean and variance computed from each ensemble. Designating the ith

sample from an ensemble of size N by Xi’ then the sample mean m and

the sample variance s2 are given by

IV.2.5.1 Pearson's Test of Skewness

The test statistic for Pearson's test of

skewness is Jjust the sample skew /El , given by

m23/2
N
=1 3
where my = g (Xi-m)
i=1
I S
o N S .

The skew is asymptotically normally distributedh6 with a mean of zero
L7

and a variance of

6(N-2
(N+1)(N+3) )

Thus for large sample sizes, the sample skew can be transformed to .c




Q 3

N(0,1) deviate

SR S
'/ 6{N-2)
(N+1) (n+3)

and Z can be referenced to the normal distribution functicn to determine

7z =

the probability of a Type I error. For a two~tailed test, the test
statistic is |Z| and the resulting probability is multipled by 2, as
usual. An empirical study of this and other tests for normality over
a wide class of alternative distributions has shown that it is one of
the more powerful tests for normality when used in conjunction with
Pearson's test of kurtosis, described in the next section.h8

Results from this test are displayed in Figs.
IV-16 through IV-19. The percentage of failures for each channel ranged
from approximately 17% to 29%, indi- 1ting some departure from normality.
There does not appear to be any correlation between the failure regions
of the skewness test and the failure regions of the KS-2 test, which
is some small indication that the level of inhomogeneity present in
the data was not sufficient to upset the skewness test.

IV.2.5.2 Pearson's Test of Kurtosis

The test statistic for this test is Jjust the

sample kurtosis bg, given by
b
2 2
)

]

N
1 L
where m = 12=:1 (Xi-m) .

The distribution of the kurtosis only very slowly approacres the normal
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distribution, which makes the normal distribution unsuitable as an
app:oximate distribution. Rather, the distribution is usually approx-
imated by the Pearson Type IV curve,h6 although other approximations
have been used.ug Because of the difficulty of calculating these
distributions, the probability of a Type I error was not calculated for
this statistic. Instead, Figs. IV-20 through IV-23 are plots of the
statistic b2 itself with an indication of the upper and lower bounds of
b2. Values of b2 outside these bounds result in a two-tailed probabil-
ity less than 0.1. These upper and lower bounds were derived by

Pearson using the Type IV curve.h6 The percentage of points outside

these bounds is indicated on each plot.

The percentage of failures varied from approx-
imately 24% to almost 60%, indicating a significant deviation of the
kurtosis from its value under the normal distribution. The kurtosis
is generally larger than expected, which implies that the tails of the
sample distribution are larger than the normal tails. These larger
tails would be expected if there were a greater number of large ampli~
tude returns. Taken together, the tests of skewness and kurtosis indi-
cate that the reverberation returns were significantly unon-normal, with
most of the difference due to a larger kurtosis.

IV.2.5.3 D'Agostino's Test for Normality

The test statistic D for this test is

where T
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The expected value of D and its azymptotic standard deviation are

approximately given by

1 N=2 1 1 5 '
E(D) =-———[——(1+ + 5 - 210
oV N b(n-1) 3°(N-1)"  128(u-1)"

0.029986
N

and asd(D)

Althoush the distribution of D is asyvmyptotically normal, it is more
docurate to transtorm D to a normal Jleviate using Jronish-Fishoer —xpan-

sions. The statistic is first standardized by the transformation
y = D=E(D)
asd( M)
Then a Cornish-Fisher expansion using the first four moments of D is

used to transtorm to the N(0,1) deviate ZSl:
_ 1,2 1 3 1 2,3,
Z =Y = [y (Y- + gy, (Y737 ) - 2oy T (Y =TV ]

where Y o~ M
1 N

-~
n

107.9
N

A two-tailed test is performed, so |Z| is referenced to the normal
distribution and the resulting probability is multiplied by 2 to
determine the probability of a Type I error. An empirical power study
has been performed over a wide class of alternative distributions and
indicates that this test has good power over most of the distribu-
tions.r)0

The probability of a Type I error is plotted
in Figs. IV-2L through IV-27 for each of the channels. A high degree

of correlation can be obscrved between these resutts and the results

from the kurtosis test. Both tests have approximately the same
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percentage of failures for each channel, and the failures occur in the
same regions. Thus it appears that D'Agostino's test and the kurtosis
test have approximately the same power for the type of distributions
encountered in these reverberation data, and both indicate a signifi-
cant departure of the data from normality.

IV.2.5.: The Kolmogorov-Smirnov One-Sample Test

The test statistic D, for the Kolmogorov-

N
Smirnov one-sample (KS-1) test is the maximum absolute difference
between the empirical cumulative distribution function of the data
and the theoretical distribution function. The distribution of DN
depends on N, the number of samples, but is independent of the theoreti-
cal distribution f‘unction.52 As a test for normality, the theoretical
distribution is the normal distribution with a mean and variance given
by the sample mean and sample variance of the ensemble being tested.

2
22,53 but for large

The exact distribution of DN can be calculated,
sample sizes the Smirnov approximation can be used. If DN is transformed

to the statistic Z, where

Z=/N—DN >

then Z has as its limiting distribution the Smirnov distribution. The
approximation to the Smirnov distribution has been discussed in an
earlier section of this chapter.

As a goodness-of-fit test, the KS-1 test is
generally superior to the Chi-square test.ho However, as a test for
normality, it generally has less power than the skewness and kurtosis tests

or D'Agostino's test.h8 The results from the KS-1 test, presented in




Figs. IV-28 through 1V-31, tend to contTirm it. poor performance o oo test

for normality against the type of distrituticons enccuntered in theoo auata,

Much of the poor performnes 58 the KI=1 teet
can be attributed to the use of the sumpic mean and variarnce inotesd o7
the true (but unknown) mean and variance. The distribution .f tic *o3¢

statistic for the KS-1 test is derived on the assumption that wll pror-m-

eters of the theoretical distribation runction are known. Wi torouer s

are unknown and must be estimated from the data, the distributicn »t the
test statistic is gencerally different, and in fact depends on the then-
retical distribution function. Thus the probability of a Type I crror
computed from the test statistic distribution derived under tiie condition
that parameters are known will gencrally be different from the true prob-
ability of a Type I error when parameters are estimated. Usuully the
test will be more conservative;57 that is, the probability of 4 Type 1
error computed in this way will be larger than its true value, resuiting:
in fewer rejections of the null hypothesis at a given significance level
than if the probability of a Type I error had been computed from the true
distribution function. The conservative nature of the test when param-
eters are estimated is demonstrated in these results. As can be seen,
every channel had less than 1% failures, compared to typically 50% fail-
ures from the kurtosis test of D'Agostino's test. At a level of sig-
nificance of 0.1, approximately 10% failures would be expectel even if

the data were normal. Although efforts have been made to ccmpute the

57-6
distribution function of the KS-1 test when parameters are estimated,)7 3

the results are extremely difficult to apply and were not s cempted in

this study.
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IV.2.6 Summary of Results of Tests for Normality

Four different tests for normality were applied to all
13 channels of data. The probability of a Type I error from every 80th
ensemble was compared to the level of significance of 0.1 and the result-
ing binomial probability was computed. Ou all channels, the resulits from
the D-test and the kurtosis test indicated a near-zero probability that
the collection of ensembles from each channel was normally distributed.
The skew test resulted in binomial probabilities less than .05 for all
channels except 6, 9, 11, 12, and 13. For these channels the probabilities
were .1, .1, .21, .37, and .58, respectively. Since the D-test and the
kurtosis test rejected these channels, it was felt thal the hypothesis or
normality could be confidently rejected for all 13 channels. The KS-1
test was not applied to the determination of normality due to the
extremely conservative nature of the test as it was implemented with the
sample mean and variance.

Iv.3 Summary of the Statistical Testing

All thirteen channels of the reverberation data have been
tested for randomness, homogeneity, and normality for all 3200 ensem=-
bles formed during the 10 ms reverberation return. Only the last 500
samples of each ensemble were used, since the reverberation intensity
was more uniform during this last half of the observation period. The
runs up and down test indicated that all the data were random at a
two-tailed level of significance of 0.1. The KS-2 test for homogeneity
indicated that there was some lack of homogeneity in the data (10 to

20 percent of the ensembles of each channel failed at a 10 percent

significance level) although the inhomogeneity was ludged not to be too

T e ~ T e ® ahy 4
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severe. Some sequences of ensembles were more nearly homogeneous than
others. For example, ensembles 1801-2200, which will be examined in
some detail in the next chapter, had less than 10 percent failures
for all channels except 11, 13, and 14, For these channels the failure
rate was 19.25, 10.5, and 12.0 percent, respectively.

The data were also tested for normality. The tests indicated
some skewness and a significant amount of kurtosis. Pearson's tast
of kurtosis and D'Agostino's test typically indicated a 50 percent
failure rate. The tests for normality were apparently not adversely
affected by the overall lack of homogeneity. There appeared to be no
correlation between ensembles which failed the homogeneity tests and
those which failed the tests for normality. Ensembles 1801-2200, which

were generally homogeneous, failed the tests for normality at approxi-

mately the same rate as the rest of the ensembles. Although previous

tests of surface reverberation for normality have indicated no signifi-

" .
cant departures from normality, 1 it has not yet been determined under
what conditions a departure from normality is to be expected. That is,
it is not known what acoustic, geometric, or environmental conditions

most affect the statistical distribution of surface reverberation. In

— e -

particular, it is possible that the large surface wave heights encounter-

ed in the present study tended to result in backscattered sound with

larger amplitudes and thus distributions of this backscattering with
larger than normal tails, which would account for the large kurtosis
observed. Thus it is felt that the lack of normality in no way conflicts

with previous results.




V. MOMENTS AND COVARIANCE

The previous chapter presented the results of various tests Lo
determine the validity of the sample data, that is, to determine if
valid sample ensembles could be constructed. In addition, these ensem-
bles were tested to determine if their underlying distribution was
gaussian. Since the ensembles were shown to be non-gaussian, a closer
examination of the sample moments provides insights into the type of
underlying distribution from which the data were sampled. Examples of
techniques whereby the sample moments are used to approximate a distri-
bution are Pearson curves, Gram-Charlier series, and Cornish-Fisher
expansions.51 Although the present study will not attempt to estimate
the distribution of the data, the mean, variance, skew, and kurtosis
will be examined in this chapter in some detail.

After an examination of the moments, the spatial and tlemroral
covariance of the reverberation will be extensively analyzed. “any
statistical techniques for the detection of signals in the presence
of reverberation depend upon a knowledge of the covariance of the rever-—
beration. For this reason the covariance is an important statisticeal
parameter to study. Of course, most of these techniques assume that
the reverberation is zero-mean gaussian, so that the covariance of the
reverberation is the only statistical parameter necessary to completely
specify the distribution function of the reverberation. For non-

)

k gaussian distributions, the covariance may not be the only rarameter
|

I necessary to specify the distribution, and the detection techniques
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based on non-gaussian reverberation may reaquire more than just a

knowledge of the covariance. Nevertheless, the covariance of the rever-
beration remains an important parameter in the statistical description
of the process.
This chapter is organized as follows. The equations for the
numerical calculation of the mean, variance, skew, kurtosis, and co-
variance arn given. The sum and difference components or the sanple co-
variance are discussed, alons with the technique for normalizing the
covariance. The mean, variance, skew, and kurtosis are then presented
and analyzed as a function of time for all 13 channels. The rest of the |
chapter is then an analysis of the covariance as a function of time,
time-difference, and spatial separation. The experimental results are
compared to the theoretical model. It is found that while the theoret- .
ical predictions of the covariance between the horizontal elements
agree gquite well with the experimental results, the predictions of the
vertical covariance differ ~uite significantly from the experimental
results. An explanation .>f this difference is put forth, and changes
to the model which would possibly bring the vertical predictions into !
agreement with the experimental results are proposed.

V.L Numerical Computation of the Moments and Covariance

The rth population moment about the mean of vi(t), the random

process from the ith channel at time t, is given by

(v (©)-u7 (8,17}

ur(t,i)

where

ny(t,1) = (v, (6)




The sample ensemble estimate of u’_(t,i\ at the time t
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- / L
= = Vol L) o= mo it 11
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and ic the sample estimate of the mean,

4 = nurber of samples in the ensermble, ana

1

channel at time tr1 from ping w.

The sample estimate of the skew is
m;(tn,l\
Vot 1) = g
m, (t 1)

The numerical cemputation of the covariance i

The covariance is shown to consist of gum and difrerence

Only the difference component is vconsidered in thi

covarianece is

. _ . . P - Y .
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Writing the reverberation sipsnals in tholiv auadratae

gives

v.(tnsw) = the samrle of the reverberation return rrown
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Kij(t,t+T) = <3Xi(t)cosmot+31(t)sinwot-<ki(t)coswot+Yi(t)sinwot>)
-(Xj(t+T)coswo(t+r)+Yj(t+r)sinw0(t+r)

-@J(t#r )coswo(t+'r)"'Y:j (t+T )sinmo(t-v»T )>)>

Carrying out the multiplication, utilizing identities for the product
of cosine and sine functions, and rearranging terms results in

+ = + i
Kij(t,t T) X3 cosw T Yd sinw T

+ X cos2w (t+1/2) + Y sinlw (t+1/2)
s o s o

vhere X, = %(ii(t)fj(tﬂ) + Yi(t)Yj(tﬂ))
X, = %(fi(t)fj(tﬂ) - ?i(t)?j(tn))
Y, = %(fi(t)fj(t&r) - Y (0, (e
Y = %(fi(t)YJ(t+T) + ?i(t)ij(m))
and X, =X - (X)), ete.

It is assumed that the variables t and T have no random components.
Thus the covariance can be written as the sum of a difference compvonent
and a sum component:

+ = +
Kid(t,t 1) = K K

d s
where
Kq = Xd cosmor + Yd sinwor
=E, cos(wor+¢d)
and
kg = X, cos2u (t+1/2) + Y_ sin2uw_(t+1/2)

ES cosQwo(t+T/2+¢s)




The difference component is so called because of its dependence g
the difference in observation times, while the sum component dejend:
upen their sum. The envelope and phase of the sum and dirferencs
components can be written in terms of their guadrature compcrnents in
the usual way.

The present study is concerned only with the 4ifference compon-
ent of the covariance. It can be shown that, in the case of the var-
iance, the envelope of the sum component is alwayvs less thran or eaqual

to the envelope of the difference ccmponent. Since

2 _ 2 L2
Eq =% v Yy
and
. o]
E2 = X2 + Y
s S S
o) _n — —_ o
then vl _ g = x?(t)><Y?(t)> —<X.(t)Y.(t)>‘
s s i i i i
where for the variance, i = j and T = 0. From Schwarz's inequai.iy,
- =, 2 =2 =2
X.(t)Y.\t))' <<?(.(t><¥.(t)>
i i - i i
Thus
2 2
” —_ ; >
Ed FS >0
and
E(i Z ‘s

Therefore the difference component envelope is always greater than or
equal to the sum component envelope. It will be shown iater that the
sum component of the variance was actually much smaller than the
difference component for the segment of the data which was analy:zed.

It can also be argued that when estimates of the covariance are

computed from sample ensembles, the time variable t will have a random
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component ¢ due to time sampling errors during the A/D conversicn or

motion of the receivers.1(’28

If this € is such that woc is uniformly

distributed from -m to m, then taking the expected value over the cosine

and sine functions will causeithe sum component of the sample ccvariance

to be zero. Even if € is not so distributed, any random error in t

at all will decrease the contribution of the sum component to the sample

covariance. Since it appears that the difference compconent of the

covariance is the dominant component, the present study is limited to

an examination of only the difference component. Further references to

the covariance are intended to include only the difference component |
unless otherwise stated.

The sample estimates of the quadrature components of the differ-

ence component of the covariance are given by '

x, (t,1) =) = (X, (1,0)%, (£+7,0) + Y, (£,0)7, (t+7,0))
ij . N & 1 J i J
= 37 (X (t,0)X, (t41,0) + Y, (£,0)Y, (t+1,0)
ON het i J i J
w=41
1 & 1 :
_y|L L : 1 5;
2[N 4 Xi(t,m)N i Xd(t+r,w) + N Yi(t,w)
w= w=4 w=

1
. -I\T ﬁ Xj<t+T,M)]

w=1




o (t,) = YL T i) = e X ()
-0 i
N
1 P 1 v e . . \
= 5 Vi L )Y LU BT ) - zj(i,m){)(T+r,nv\
W=
cT
-1.}—, ¢ yo(t,0)
1% 1 1
=
L N, U3

=]

The aample estimates of Lthe enr2lone and pnace nre then

-y (t,r)
¢,.(t,7) = tan —7—1*7—77
J -'~i._\", ’
and the sample estimnte 7 the i ference - nponont of fhe covariance
K, (t,1y = o (v =V o 4 L) .
lj ? Lo ? : P ?

The covarisznes can b onormetioed oo that Its valae is dr

range of =1 to +i. ‘he normalizoi covariance is

k.. (t,1)
1J(,)

V}j.].;(f,,ﬂ)kﬁ(*,+r,;))

%, . (t,1) =
ij

The normaliced envelope ls elven by

~ e, {t,1)
e, (t,1) = i

ij
\‘(’ t t+ D\
_.-.( ,\))(‘.‘i_.l( Ty

and the phase is unaffected by normalization.

= .

The covariance is referred 'o an a cross-covariance for |

If i = j, then the covariance is an auto-covariance. An sato-covariance

the
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at 1 = 0 is just the variance., The normalized covariance 1s sometimes

referred to as the correlation coetrficient.

The quadrature components of the reverberation returns ware

. . N . 35 .
obtained by sampling the received waverorms directly, i.e.,

Xi(t,m) vt ,w)

o

and

, I
'xi(t.,u)) = v, (1 + LF o w) R

vhere fo is the center trequency of th transmitted signal. The
method of obtaining Yi(t,m) directly from the received waveform is an

. . 35
approximation consistent witn the narrowband assumption.

V.2 Moments of the Reverberation Processes

The sample mean, variance, skew, and kurtosis are plotted for
200 ensembles, representing a time duration of 0.622 ms, centered about
a time after transmit of 75.25 ms. Much of the analysis of the covar-
iance is also centered about this time. The short time duration of
the plots allows the oscillatory nature of these moments to be observed.

v.2.1 Sample Mean

The sample means for all 13 channels are shown in Figs.

V-1 through V-4, Since an absolute calibration of the receivers was
not maintained throughout the recording and digitization process, the
magnitudes of the means have little significance. That is, gain dif-
ferences which occurred between channels during recording or digitiza-
tion will be reflected in the computed means. Thus these plots repre-
sent the sample mean only to within an undetermined scale factor which

is different for each channel. The same is true of the sample variance
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which is shown later. However, the ratio of the mean to the sauare

root of the variance is independent of any scale factors. In spite ~f
this limitation, it is still possible to estimate the statisticul
significance of the amplitude of the mean. The ratio of the meuan to

the square root of the variance provides one measure of the significanne
of the mean. For the data shown here, a typical value for this ratic

is .0T7. The Student's t-test for zero-mean of normal samples indicates

that for this ratio the mean can be accepted as zero at a 12% signifi-
cance level. Although the data are not normal, nevertheless this ic
some indication that the mean is not statistically large.
Another measure of the statistical significance of the
sample mean is its sampling variance, given by51
var(mi) = % My
The sampling variance is a measure of the spread of the sample estimate
of a statistical parameter (in this case the sample mean) about its
true value. Using the sample estimate m, in place of the populaticn
moment Hos it was found that most of the values of the mean fell within
plus or minus one standard deviation of zero. Essentially all of the
values were within two standard deviations of zero. This also indicates
that the sample mean is not statistically large.
Even though the sample mean is n»ot statistically difler-
ent from zero, observation of Figs. V-1 through V-4 chows that the means

are not completely random about zero but rather oscillale at the trans-

mitted frequency W, This is to be expected from a bandlimited signal

if the random component of t is small since

e e g — = -




= N fya \ VYsine
<vi(l )) = <,,i(1,)(ogmnl + Ai(t 1sin. nl>

/s . N
&.i(ti>posmot +<Yi(t‘>.,1nm“1

1

il

T;(t) cos{w t+e, ()
1 9 1

\Izgi(t)>? + <?i(xi’ﬁ
—<\'.1(t )
)

ran”"
it ’ Z.\:iit, S

Thus the mean of a bandlimited sipnal is also bandlimited and centoered

where T (t)

and 3

—

+

—
1]

at the frequency W, Any random component of t will have the effect of
reducing the amplitude of tie mean. However, it i apparcet {n the pres-
ent data that this random component is sutrticicently small thar the

oscillatory factor is preserved. Theretfore, It can ce conchidea tint,

although from a statistical point of view the mewn §o omall, novert teleos

it contains a periodic component nt the center frequens: w .

v.2.2 Sample Variance

The sample variance for ail 1< channels ia vhown in
Figs. V-5 through V-8. The actual samnle variance is plotted along
with the difference component of the sample variuance. [t can be Seen

that the variance does contain a comnonent at a frequencoy of Tw_, but

;
that it is small compared to the difference component. The samvline

o
. . . 1
variance of the variance is given by

~

P_‘ (U)""l“~,)

var{m,) =

Approximating My, and u, by m, and m,, and recallins that b, =

the sampling variance can be estimated as




CHANNEL 2 CHANNEL 1

CHANNEL 3

139

—
e ——————————————————+——+
ACTUAL _\ DIFFERENCEX
VARIANCE COMPONENT
b~}
1901 2100
ENSEMBLE NUMBER
r -
74.94 75.56

TIME AFTER TRANSMIT — msec !

FIGURE V-5
COMPARISON OF ACTUAL VARIANCE AND
DIFFERENCE COMPONENT, CHANNELS 1-3




<
-4
w
4
2
g
X
(3]
A A+
n
o
W
2
4
g
I
Q
+—t—t—
-l
z ACTUAL . DIFFERENCE
Z VARIANCE COMPONENT
5
—
1901 2100
ENSEMBLE NUMBER
r M
74.94 75.56

TIME AFTER TRANSMIT — msec

FIGURE V-6
COMPARISON OF ACTUAL VARIANCE AND
DIFFERENCE COMPONENT, CHANNELS 4-6

e —— A i 5 stk




CHANNEL 7

CHANNEL 8

CHANNEL 9

3 ]
T T

— ] J
T T Al

"
\

DIFFERENCE
COMPONENT

ACTUAL
VARIANCE

P
1901 2100

ENSEMBLE NUMBER

74 .94 75.56

TIME AFTER TRANSMIT — msec

FIGURE V-7
COMPARISON OF ACTUAL VARIANCE AND
DIFFERENCE COMPONENT, CHANNELS 7-9

AN




CMANNEL 1

CHANNEL 12

CHANNEL 13

CHANNEL 14

!
7494 75 56

AAMAAL

ettt b bbb b

ACTUAL _ \ DIFFERENCE _ \
VARIANCE COMPONENT

"

i -t rl T n "
+ s T T T

1901 2100
ENSEMBLE NUMBER

<4
4+
-+

TIME AFTER TRANSMIT - msec

FIGURE v-8
COMPARISON OF ACTUAL VARIANCE AND
OIFFERENCE COMPONENT, CHANNELS 1114

ARL UT
AS-81-9
GRW .GA
1 9.8




o It shown heve, fd R s

e stanidned devistion of fhe divTorea e e : .

3 wieere the sturdard deviotion of mol o do Jast ot Do e ' .
viriance wis orarcely mors vl PWor ot e .

I rance comronent . Thias the o coraooaLomt o Lo :

et neiy s o che cane o7 the oot pRA e

random but rather contains a perindic Tweroes Tolo LT T T

nean and variance has been prodicted.

Vel A Ty ie Jkew
The estimates o the w1 Y . -

V-9 through V=12. The samrle skaw is svmmerdc abos Sor ol siieoors

to osciliate at « . However, siace sanplec o0 Shee Skes - d
o :
nloan Lime intervals of v/ o oanoacsed T Tl ot o W :
Rt
a0 DG ot . T ot e ey o e - !
bl
o lg more reasonable to o asounie the coedllation o .

i Loat of skowness indicates that e presont onaeomt les can bl ecert e

Sz, [P oLt g : ! ’
Cothese bounds due to She ceriadie o e v ced s

matity is rejected, not because tho ckew wos o b e aiee Tl |

cantly Jdirferent from zors, but becauce o narber 7 e Doa el

values o the skew were outaside the snfidenes Cimits ok ARSI DR

comnorent of thie gkew.,

et~y e




CHANNEL 2 CHANNEL 1

CHANNEL 3

L35

+0.6
-06
+06
0.6 F—————+—t—h bt ~+—
+06
=0.6 bt +
1901 2100
ENSEMBLE NUMBER
r 1
74.94 75.56

TIME AFTER TRANSMIT — msec

FIGURE V-9
SAMPLE SKEW, CHANNELS 1-3

—




CHANNEL 4

CHANNEL 5

CHANNEL 6

*06

L e

-0.6 ——t+—"+—+—+—+—4+—+—+————
+06
-0.6 —+—4——+———————————+—+ ——t—t
+0.6
-0.6 ——F+—"F———+—+—+————————t—————t
1901 2100
ENSEMBLE NUMBER
f 1
74.94 7556
TIME AFTER TRANSMIT  msec
FIGURE V-10
SAMPLE SKEW, CHANNELS 4-6
ARL U]
AS 81 11
GRW-GA

1.9 81




137
%
+06
y
w
2
Z
<
X
(%]
0.6 ——t——t- e
+06
o
- w
S
<
X
O
-0.6 o e e
+06
: i !
W
z
g
X
(3]
-0.6 F——t———p—— e pep— A —t—t——
1901 2100
ENSEMBLE NUMBER
r 1
74.94 75.56

TIME AFTER TRANSMIT — msec

FIGURE V-11
SAMPLE SKEW, CHANNELS 7-9




CHANNEL 13 CHANNEL 12 CHANNEL 11

CHANNEL 14

+06
-0.6 ——————————t— A+
+06

-0.6—t—r—t— ittt
+0.6
-0.6 ——t+—+————————t—
+0.6
| | i ! . 1

-0.6 ——t——t———p—p bt

1901 2100

ENSEMBLE NUMBER

r 1

7494 75 56

TIME AFTER TRANSMIT — msec

FIGURE V-12
SAMPLE SKEW, CHANNELS 11-14

ARL UT
AS-81 13
GRW .3A
19 A




137 ;’

v.2.4  Sample Kurtoals

Plots of the sample kurtosis are shown in Figs, V=13

ﬁ through V-16. Oscillations are evident and appear to be at a frequency

of 2wo, although they are probably at hwo. A normal distribution has
a kurtosis of 3. These samples are generally significantly larger than
3. The 10% confidence l1imits for Pearson's test of kurtosis are .67 -
3.37.h6 Most of the values of the kurtosis are above the upper limit.

The values of the kurtosis are not distributed symmetrically about

the normal value of 3. Rather, the kurtosis is on the average larger
than 3. Thus the periodic component of the kurtosis is not the dominant

factor in causing a rejection of normality, as was the case for the

skew.

V.3 The Covariance !

This section examines only the difference component of the co-

variance. Both the sample estimates from the experimental data and
the theoretical results from the point-scatter model are presented.
This section is developed as follows. The difference component of the 3
variance over the entire 10 ms digitization interval is discussed first. k
Then the auto-covariance as a function of 1 is presented and analyzed.
The cross-covariance as a function of spatial separation for 1=0 is
then compared for the horizontal and vertical arrays. The covariance for |
1#0 is presented and the section concludes with & discussion of the
failure of the theoretical model to adequately predict the spatial
dependence of the covariance for the vertical array.

V.3.1 The Difference Component of the Variance

Figures V-17 through V-20 are plots of the sample

difference component of the variance over the entire 10 ms of the
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iigitized reverberation returns for all 13 channels. Also plotted is the
theoretical difference component of the variance. Good agreement is
attained between the sample and theoretical estimates. The fluctuations
of the sample variance can be attributed to sampling errors due to the
finite ensemble size.

Since the variance represents the intensity of the
reverberation, most of the following analysis of the covariance was
performed at & time when the variance was the largest in order to max-
imize the reverberation-to-ambient noise ratio. As can be seen from
the plots, the reverberation intensity increases to a maximum during
this 10 ms and then begins to decrease slightly by the end of the 10 ms
data segment. This change in the intensity is due primarily to the
vertical directivity of the projector. The time chosen for most of
the covariance analysis was 75.25 ms after transmit, which is approx-

imately the maximum of the reverberation intensity on each channel.

V.3.2 Auto-covarisance

The sample es*imates of the normalized envelopes
El;(t,r) and phases ¢ii(t,r) of the auto-covariances for the horizontal
and vertical arrays are shown in Figs. V-21 and v-22. Observation of

the auto-covariance permits examination of the dependence of the co-

variance on t independently of its dependence upon spatial separation. The

normalized suto- .ovariance envelope has, by definition, & maximum of
1 at 1=0. Also an examination of the equations for the phase of the

difference component shows that the phase must be zero at 1=0.

Tt can be observed that the auto-covariance decreases to

aprroximately zero for 1 = #+250 us. It is usually stated that the
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covartaace decreases Loozers daoa time ot erval equal to one palse
lensth. However, iLue covariance cnvelope has a value of about 0.5 at
the time intervul of 100 s, the pulse length used in this study. This
apparent disarepancy can be resolved by pointing out that the usual
statement is valid only for extremely narrowband signals, i.e., long
pulse i1engths. For wider bandwidths, the T'requency responses of the
projector and receiver filter the transmitted signal more ceverelv and
result in an increase in the duration ot the covariance bheyond the time
interval of one pulse length. The transmitted pulse, after being filtered
by the projector and receivers, is represented by the waveforms Vi(tr)
and is shown in Figs. T1T-1 and ITI. 2 for all thirteen receivers. Tt
can bhe seen that the envelope of the transmitted pulse has a duration
of approximately 275 us arter being filtered. Thus it appears that the
covariance decreases to zero in a time interval approximately eaual to
the length of the transmitted pulse after it has been filtered by the
projector and receivers.

16,17

This effect has been observed by others. Pigure

V.-2% shows representative envelopes of the auto-covariance and the

. . . T e - - 17 . ,
t'i ltered transmitted signal for one receiver from frazer and from the
present. studv. 1n hoth cases the pulse length was 100 us; however,
after being filtered, the durations of the transmitted pulses were
different.. The time interval of the auto-covariances are also lifferent
and in hoth cases correspund approximately to the length of the filtered
transmitted pulses. This agreement tends to confirm the conclusion

that the time interval of the covariance is related to the filtered

transmittcd pulse length. [t also points nut that a valid theory of

the covariance of surface reverberation needn to take into account tne
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banawidr i nid pulse length of the transmitted sisnal and the frequency
rsponses f the projector and receivers,

The symmetry of the auto-covariance envelopes and phases
in Figs. V-21 and V-22 is5 also of note. The envelopes have approximately
even symmetry about 1=0 while the phases exhibit an odd symmetry. These
conditions are sufficient to specify the reverberation as being locally
stationary, at least at this observation time t. A random process is
locally stationary at the time t if the wuto-covariance is an even
function of v, i.e.,

k..{(t,1) = k,.(t,-1) .
11 11

The local stationarity of reverberation from short pulsed CW trans-
missions has also been previously demonstrated.l6

Figures V-2L and V-25 are similar to Figs. V-21 and V-22
but in addition include the theoretical estimates of the envelopes and
phases of the auto-covariances. As can be seen, excellent agreement
between the theoretical and experimental estimates is obtained for both
the envelopes and the phases. This is true of both the horizontal and
vertical arrays. In particular, the time extent of the auto-covariance
predicted by the model is in good agreement with the experimental re-
sults. Thus it appears that at least in this case the model is correctly
taking into account the bandwidth, pulse length, and freaquency responses
of the projector and receivers. ©Similar excellent agreement has been
obtained previously for a horizontal array using the same model.17
This confirmation provides increased confidence in the model for the
cases examined.

There appears to be some similarity between the phases of

the auto-covariance and the phases of the waveforms Vi(tr) in Figs. TII-1

s
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and III-2. The similarity is more apparent for the theoretical

estimates and to a lesser extent for the experimental estimates. The

e A

actual magnitudes of the phases of Vi(tr) are not reflected in the phlases
of the auto-covariances, but rather the change in phase during the

; extent of Vi(tr)' The shift of the phases of Vi(tr) for the different
receivers of the vertical array represents the slight path length
differences from the sphere to the vertical receivers; the horizontal
receivers exhibit no such shifts since their closer spacing resulted

in insignificant path length differences when pointed directly at the

sphere. This shift in the phases for the vertical array is not observable

in the phases of the auto-covariances of the vertical array. However,
L the changes in phase during the extent of the waveforms Vi(tr) can be
correlated with similar changes in phase during the extent of the auto-
covariances of the same channels. Cons{Aering the dependence of the
theoretical model upon the waveforms Vi(tr), the similarity of the
phases of Vi(tr) and the phases of the theoretical estimate of the

auto-~covariances is not too surprising. Some of the experimental esti-

mates of the phase appear to also have shapes similar to their corre-

sponding phases for Vi(tr)’ but some do not. Although Frazer has reported
a noticeable similarity between the experimental phases of the auto-
covariance and the phases of Vi(tr),IY the present data do not con- 5
clusively show this similarity. §
To this point, the auto-covariances have been examined

as a function of 7 only at one time t. Figure V-26 shows the auto-

covariance for channel 1 as a function of both t and 1 over the entire

10 ms of digitized reverberation. Both the unnormalized envelope
-~
e

(t,1) are shown, along with
1,1
"

; 1(t,?) and the normalized envelope
9
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the phase ¢l,l(t,1). The unnormalized envelope demonstrates the change
in reverberation intensity during the 10 ms interval. The maximum of
the unnormalized covariance increases with time for most of the interval
before it begins to decrease again toward the end. This change has been
observed in the variance shown previously. The change is due to the
vertical directivity of the projector. That is, the reverberation
returns from the earlier times are caused by scattering from the surface
which is illuminated from an off-axis angle of the projector's vertical
directionality response. Thus the reverberation intensity is less. As
time increases, the surface which is illuminated by the on-axis, or

maximum, vertical response of the projector begins to contribute to the

reverberation return, resulting in an increase in reverberation intensity.

The grazing angle between the projector and surface at the earliest time
of 69 ms is 11.2 degrees, decreasing to 9.8 degrees at 79 ms. The change
in angle is 1.4 degrees, which is less than the vertical beamwidth of
the projector. Thus the entire digitized reverberation return was
caused by scattering only from the main lobe of the projector. It
should be noted that spreading losses and the vertical directionality
of the receiver will also affect the change in reverberation intensity
with time. However, these effects were insignificant for the periocd
of time which is observed here.

This change in the covariance with time points out one
form of non-stationarity which reverberation characteristically has.

A random process is said to be wide-sense stationa'y in an interval if

its auto-covariance is a function only of 1t within an interval of tinme,




k.. (t,t) =k, (1) , Lo o
ii ii - «

It is obvious from Fig. V-26 that the unnormalized autc-covarisnce
changes with time; thus it is not wide-~sense stationar:. Howsrar, the

unnormalized auto-covariance does appear tc represent a lcocaliy

p
T

stationary process at each time due to the symmetry »Ff ites

phase about 1 at each time. LEven thoursh the unn>rmalired covarian o

is not wide-sense stationary, it dces exhibit one vroperty of o vilocoranss
stationary process: the covariance trie fto masimum ol 1=0 e e

time t. On the other hand, the normalized auto-covariance doec apre:v

to represent a wide-sense stationary process over the interval

69 ms < t < 79 ms since the normalized envelope and yhase chamn o 1it*lc

in this interval. If the unnormalized auto-covarianc: x,,(i,1] renro-
sents a random process Xi(t), then the normalised it o=covaring-n
represents a normalized random process‘Qz(i\, wiere

~ X, (t)
X (t) = =

\/kii(t,o) '

Thus this technique for normalizing the random rroceas ¥,

i

Yo < RN

(¢
{ atS, 1n
this instance, removed much of its non-stationaritx. This neei no
be the case in general though. In particular, ¥i.. V="F 3{opiars e
the difference component of the coviariance.,  The acetas] o var oo may
be non-stationary, even when normalized, due to contributions “rom

56

the sum term.’

V.3.3 The Covariance for =0

The previous sections have analyvreed the Comporal et on-

dence of the variance and auto-covarianece.  The spatial ferendenee o0
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the covariance is addressed in this section, and the Joint spatial-
temporal covariance is discussed in the following section. The spatial
covariance for the horizontal array is presented first, followed by the
vertical spatial covariance.

The envelope of the normalized covariance between the
horizontal elements at t=0 as a function of spatial separation of the
elements is shown in Fig. V-27. The envelope of the covariance
decreases rather significantly within a spatial separation of just a
few wavelengths. In fact, the envelope has decreased to a value of 0.1
in just over four wavelengths.

It is of interest to gquantify the error associated with
the sample estimate of the covariance due to the finite sample size.

. . . . . . 51
The sampling variance of the normalized covariance is given by

)
~ <O Voo 1fPuo Mo . ZMop
verliy )= =i ol o i
, ! 2 Mao¥oe
M1 Hog Mgy 900
Y A e &
11%20  M1aMoz
_ AT e (s))S
where bos = lygmu (7 (vl (9)%)
M1

and “i,3 T v Mookor

The time dependence has been suppressed for compactness of notation.

either r or s is zero, then the bivariate population moment u__

reduces to its corresponding univariate moment. The usual procedure
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vhen the population moments are unknown is to replace the population

moments with their sample estimates m.g in order to evaluate the sample
variance. In the present study, the sample moments L m31’ and m13
have not been calculated. However if the Joint random processes are

Jointly normal, then

~ _ 1 2 2
var( i,J) =N (l-xi’J) ’
which can be approximated as i
var(ki’d) = 3 (l-ki,J) .

The standard deviation of the sample estimate of the normalized co-
variance is just the square root of the sampling variance. Even though
the present data are not normal, this normal approximation was used
to quantify the sampling errors.

The error bars in Fig. V-27 represent one standard de-

viation of the sample estimate above and below the measured envelope of

the covariance. Since the envelopes of the covariance from the four

largest separations are all within one standard deviation of the value
of 0.1, no _tatistical significance can be placed upon the changes in
the envelope at these separations. However, it is significant to note
that the envelope remains at 0.1 instead of going to zero at these
separations.

Theoretical estimates of the envelope of the covariance
were made at the first three separations and are also shown in Fig. V-2T.
It can be seen that good agreement is obtained at these separations

between the experimental and theoretical estimates. Theoretical esti-
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mates were not made at the larger separations due to the significant
increase in computer cost required to make the numérical integrations
converge at these separations.

Similar agreement between the theoretical and experi-
mental estimates of the horizontal covariance has been obtained by
Frazer using the same theoretical model.17 However, Frazer obtained

larger values of covariance than were obtained in the present study.

The theoretical and experimental results from Frazer and the present
study are compared in Fig. V-28. At a separation of 0.05 m, for example,
Frazer obtained a covariance envelope of 0.6 while 0.3 was obtained in
the present study. It is significant to note that the theoretical
model correctly predicted the envelope of the covariance in both cases,
even though the values were significantly different. This is an indi-
cation that the model is correctly taking into account the experimental
differences which caused these significantly different results. It is
felt that the wider horizontal transmit beamwidth used in the present
study was the primary factor which resulted in the smaller values of
covariance. The present study employed a horizontal transmit beamwidth
of 15 degrees, compared to 10 degrees used in Frazer's experiment. The

"off-axis" scatterers on the surface,

wider beamwidth insonifies more
which tends to decrease the covariance between horizontal receivers.
Thus these results from the present study tend to confirm the results
obtained by Frazer.

Figure V-27 showed the covariance as a function of

spatial separation at only one time t. It is also of interest to know

T
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if there is any significant change in the spatial covariance over the
10 ms observation interval. Figure V-29 shows the envelopes of the
normalized covariance at 1t=0 as a function of time for the six separa-
tions of the horizontal array. It can be observed that the envelope
of the covariance does not change significantly over the 10 ms interval
for each separation. The random fluctuations which are present are

all less than two standard deviations of the mean value of the envelope

over the interval; thus any apparent changes can be attributed to
sampling errors due to the finite sample size of the ensembles. Since
the envelopes do not change significantly with time, the spatial depen-
dence demonstrated in Fig. V-27 for one time will be approximately

the same for all other times in the 10 ms interval.

The actual covariance is determined not only by the
envelope but also by the phase. Figure V-30 contains plots of the phase
of the covariance at t=0 as a function of time for each of the six
separations of the horizontal array. The most obvious feature to note
is that the separations which have significantly non-zero values for
the envelopes also have phases which are constant with time, whereas
the separations with small envelope values appear to have phases which

change approximately linearly with time. Specifically, (t,0) and

13,14

¢11 12(t,O), representing separations of 2.5 and 5.0 cm respectively,
?

are reasonably constant with time, while the other phases change sig-

nificantly. It can also be observed that the four phases which change

are all very similar, i.e., they all begin at approximately 180 degrees

and decrease linearly at about the same rate.
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FIGURE V-29
THE DEPENDENCE OF THE EXPERIMENTAL ENVELOPES
OF THE NORMALIZED COVARIANCE ON TIME AT r=0
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A non-zero phase implies that the effective scattering
center is off-axis azimuthally, indicating a non-uniform surface scatter
density in the azimuthal angle. A change in the phase of the horizontal
covariance with time is indicative of a change in the bearing angle
to the effective scattering center with range; thus the scatter density
changes with range as well. However, it is curious that this change in
phase with range is only noticeable at the larger separations, which
have smaller values of covariance. One possible explanation is that
some sort of secondary scattering is occurring which is causing the
effects described here, but is observable only when the covariance from
the primary scattering is negligible. However, at this point no
mechanism for secondary scattering which would account for these effects
is known. It should be noted that this change in phase with time was

17 Also of note is the fact that while

also observed by Frazer.
¢13,1h(t’0) and ¢11,12(t’°) are constant with time, they are also
non-zero, indicating a non-uniform surface scatter density. Thus

for the significant levels of covariance, the actual covariance is
somevwhat less than the envelope of the covariance and does not change
significantly with time over the observed interval.

Theoretical estimates of the envelope and phase of the
normalized covariance as a function of time for 1=0 have also been made
at three horizontal separations, and are compared with the experimental
results in Figs. V-31 and V-32. The theoretical envelope values are
almost constant throughout the 10 ms interval. The envelopes E&l,le(t,o)

~
and El3 lh(t,o) are consistently slightly larger than the experimental
$}
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values, but the agreement is still good. E;z,la(t’O) agrees very well
with the experimental results. '

The theoretical phases are also constant over the 10 ms
interval. In fact, the phases are all very close to zero for the three
separations. This is to be expected since the model assumes & uniform
scatter density at the surface. As has already been stated, the phases
¢11,12(t,0) and ¢l3,1h(t’o) are also constant with time but different
from zero. Thus the covariance predicted by the model will be greater
than the experimental covariance, even though the theoretical and experi-
mental envelopes agreed well, because the magnitudes of the experimental
phases were greater than the theoretical phases. It should also be noted
that the mechanism causing ¢12’13(t,0) to change with time is completely
unaccounted for in the model.

The previous discussion has examined only the horizontal
spatial dependence of the covariance. In a similar manner, the spatial
dependence of the covariance for the vertical array will now be pre-
sented. Figure V-33 displays the envelope of the normalized ccvariance
at =0 as a function of spatial separation for the vertical array.

Unlike the horizontal array, some pairs of elements have identical
spacings. Thus more than one value of the envelope of the covariance
occurs at some separations. It is of interest to determine if the
covariance at a specified separation is dependent upon the position of
the elements on the vertical array. As an indication of this dependence,

error bars representing one standard deviation of the sample covariance

above and below the mean envelope value at each separation are provided
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on the plot in Tig. V-33. Most values of the envelsre are wi'-in o
standard deviation of the mean value at each seraration. Thev are u!l
certainly within two standard deviations. Any differcnces between the
various values of the envelopes at each separation are not statisticsily
significant and can be attributed to sampling errors due to a finite
ensemble size. Thus the envelope of the covariance is no! afTected

by the position of the pair of elements on this vertical arra;.

The covariance, though, is determined not only by iis
envelope, but also by its phase. If the phase of the covariance
changes with respect to the position on the array, then the covariancs
will also. Figure V-34 shows the covariance as a Tunction of separation
on the vertical array. It can be seen that the covariances in general
differ significantly from their envelope values, indicating a non-zero
phase. Also, there is a greater range of values of the covariance at
separations which occur at more than one location on the arrar. Thus
the covariance does change with position on the array. Furthermore,
this change can be attributed to the change of the phase of the co-

variance with position. The phase will be examined in more letail later.

However, the most striking observation abocut the ver-ical
covariance is that it maintains a significant level at much larger
separations than the horizontal covariance. Figure V-35 compares the
vertical and horizontal envelopes of the covariance. The values shown
for the vertical array represent the mean value of the envelope at
each separation. The envelope of the vertical covariance decreases

monotonically with increasing separation, but even the covariance at a
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separation of greater than 50 wavelengths has an envelope value greater
than 0.2, By comparison, the envelope of the horizontal covariance
has decreased to the same value in approximately 3 wavelengths. As
another example, the envelope of the vertical covariance has a value
of 0.5 at approximately 25 wavelengths, whereas the envelope of the
horizontal covariance has this value at approximately 2 wavelengths.

The vertical covariance was also computed from the
theoretical model. Figure V-36 compares the envelopes of the experi-
mental and theoretical estimates of the normalized covariance at t1=0.
As can be seen the theoretical predictions are not at all in agreement
with the experimental estimates. The model did predict a covariance
which was larger for the vertical array than the horizontal array, but
the covariance it predicted for the vertical array was much larger
than what was actually obtained experimentally. Considering how
well the model predicted the dependence of the horizontal covariance
on separation, and the dependence of both the vertical and horizontal
auto-covariance on time and time difference (t and 1), its failure for
the vertical covariance was quite unexpected. However, a close exam-
ination of the simplifying assumptions which were introduced into the model
revealed the probable reasons for the failure of the model in this case.
These reasons will be discussed qualitatively later in the chapter,
along with suggested improvements to the current implementation of the
model.

As in the case of the horizontal array, it is of interest

to determine if the spatial covariance changes with time. To examine
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this dependence upon time, the covariance between channel 1 and all the

other channels in the vertical array was calculated at 1=0 for the entire

10 ms interval. Although this does not provide an examination of all of
the possible - covariances of the vertical array, nevertheless it should
demonstrate the significant aspects of the dependence of the vertical
covariance upon time. The envelopes of the experimental covariance
are shown in Figs. V-37 and V-38. 1In like fashion to the horizontal
envelopes of the covariance, the vertical envelope for each separation
does not change significantly with time. The envelope of the normal-

~

ized auto-covariance, el 1
]

from the first element increases, the envelope of the covariance

(t,0), is 1 by definition. As the separation

gradually decreases. The fluctuations in the envelopes can be
attributed to the limited ensemble size. Thus it is expected that the
results of Fig. V-33, which show the dependence of the envelopes on
vertical spatial separation at one time t=75.25 ms, will be closely
duplicated at all times within the 10 ms interval examined.

The phases of the covariance for the vertical array
are shown in Figs. V-39 and V-40. Unlike the phases of the horizontal
array, the vertical phases change with time even when the envelope
values are not small. The phases change linearly with time, and the
rate of change increases as the separation increases. This effect can
be explained qualitatively by recalling that the covariance at increas-
ing times is due to scattering from the surface at increasing ranges.
The difference in path lengths from the scattering region to two vertical

receivers changes with range, thus resulting in a change in the phase
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THE NORMALIZED COVARIANCE ON TIME AT 7=0
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of the covariance with time. Receivers which are farther apart have
path length differences to the scattering region which change more
rapidly as the scattering region moves out in range (time); thus the
phase of the covariance changes more rapidly with time for these re-
ceivers. These effects are not seen in the horizontal phases since

the path length differences from the scattering region to two horizontal

receivers does not change appreciably with range.

The significance of the change in phase with time is
that even though the envelope of the covariance does not change with
time, the covariance changes with time in an oscillatory fashion. For
=0, the covariance is given by

X, (t,0)='é'i ;(t,00cos(p; (£,0) )

i,d 1,4
Since the phase changes linearly with time;'this can be written as

ki,J(t,O) = ei’j(t,o)cos(wi,jt)

where the term w, represents the rate of change of the phase wsi‘a

i,]

time, and is dependent upon the separation of the two receivers (as

well as other parameters). Thus the vertical covariance is not constant
with time or equivalently range, but instead oscillates at a frequency
which depends upon various geometrical parameters.

Theoretical estimates of the vertical phase were made
at 1 ms intervals and are compared to the experimental estimates in
Figs. V-41 and V-42. The theoretical estimates also indicate a
linear change in the phase of the covariance with time, and in fact
indicate the same rate of change as was measured experimentally. How-~

ever, the theoretical phase has a constant offset from the experimental

|
|
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phase by an amount which depends upon the separaticn.

One possible explanation for this offset can be found
in the orientation of the vertical array with the surface. Any change
that the angle of the normal to the planar face of the vertical array
makes with the surface will change the path length difference between the
scattering region on the surface and two vertical receivers, thus
changing the phase of the covariance. The theoretical estimates shown
in Figs. V=41 and V-L2 were made by considering that the planar faces
of the vertical array and projector were parallel, and that their
normals intersected the plane of the surface at a 10.5 degree grazing
angle. Theoretical estimates were also made with the normal to the face
of the vertical array intersecting the surface at a grazing angle of
9.8 degrees, while the projector maintained its 10.5 degree grazing
angle. The results are shown in Figs. V-43 and V-4L. The offset has
been removed and the theoretical phases are in much better agreement
with the experimental results. Thus only a 0.7 degree grazing angle
difference between the projector and vertical receiving array can make
a significant change in the prediction of the phase of the covariance,
and thus the covariance itself. It must be pointed out that it cannot
be said conclusively that this is the reason for the offset between
the experimental and theoretical results. On the other hand, the
mechanical mounting of the projector and vertical array in the experi=-
ment was such that their angular orientations could certainly not be
guaranteed to be the same to an accuracy of less than one degree.

Thus it is feasible that this angular difference produced the offset in

the theoretical and experimental phases.
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V.3.4  The Covariance for 1#0

Thus far, the variance as a function of t, the auto-
covariance as a function of 1 and t, and the covariance as a function
of spatial separation and t for 1=0 have been examined both exrerimen-
tally and theoretically for the horizontal and vertical arrays. Thi-
section will now present the covariance as a function of spatial separ-
ation and t. The horizontal covariance is presented first, follnowed
by the vertical covariance.

Figure V-L5 presents the normalized envelopes of the
sample covariance between the various elements of the horizontal array
as a function of t. The diagonal plots in this "matrix" of envelornes
are the auto-covariances shown previously. The first row of plots
represents the envelopes of the covariance between channel 11 and the

) . . : L] o~ ’
other horizontal receiver channels, i.e., the first plot is e, I

j
o
=
ty
£

~~ . *
e (t,1), etc. Likewise the seccr

the next one to the right is 11, °
s =

contains the envelopes between channel 12 and the others; the Tirs:t pio®
Cad P

3 \ o P TP S

is elz,ll(t,r), then ele,lg(t,rl, and so forth. Because the heorizeontal

elements were unequally spaced, adjacent plots do not revresent esuzl

. . -~ N . s o N -
changes in separation. Thus €, 1?(t’r) is significantly less “han
,12
Cad - . hl - ~ 3 F AR
e, . Tl(t,r) because the separation between the elements changei Tron

11,1

N . -
zero for e . .. {t,t) (the auto-covariance) to 5.08 cm for

(t,T) has not decreased as much comparei t
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whereas €.
here 1

3,1

even though they are also adjacent plots in the matrix, because “le
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separation “or e. . h(t,r) is cnly 2.54% cm.
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Several observaticns can be made abcut the envelrve
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Thus symmetry about the diagonal of the matrix is not required. In
this instance, the envelopes are reasonably symmetric about the diagonal
plots, but are not exactly symmetric. If two processes are Jointly

wide-sense stationary, then it can be shown that

b ¥4 o~
k, =k, .(- .
l’J('t) J,l( 1)
This symmetry can be realized when
A~ ~s
ei,J(T) = ej,i('T)
d . ) = -9, (- .
an ¢1,J(T; ¢J,1( 1)

Thus some of the symmetry of the envelopes observed would not te un-
expected if the reverberation were approximately jointly wide-sensze
stationary.

It can also be observed that the dependence of the
envelope of the covariance on 1 is approximately the same for all
pairs of receivers. Thus the time extent of the cross-covariance is
determined by the duration of the pulse after it has beer filtered by
the transmit and receive apertures, as was previously shown for the
auto-covariance.

The phases of the sample covariance are zhown in
Fig. V=46 for the various elements of the horizental arrav. The thase
is not constant over the range of 1 shown, indicating that the thase
will also make a ccntribution to changing the covariance as a functicn
of 1. The phases of the auto-covariances are zerc at =03, and

onent.

re

b HLE,0) = -8, i(t,O), as required for the difference com
L XY vy

Theoretical estimates of the envelope and phase of the normal-

ized covariance fcor the horizontal arrav were calculated Tor the three
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smallest separations. Figures V-U47 and V-L8 show the results overlaid
on the sample estimates of the envelope and phase. The theoretical
envelopes show very good agreement with the sample estimates. The
model is correctly predicting the shape of the envelopes as well =s

the magnitude.

The theoretical phases, shown in Fig. V-48, indicate
good agreement between closely spaced elements, but poor agreement for
elements spaced farther apart. However, since these elements have
small envelopes, the phase will not make the covariance differ si;nif-
icantly from zero. It is interesting to note that the theoretical

phases exhibit the symmetry associated with wide-sense stationarity.

It has already been shown that the covariance cf the
vertical array is much greater as a function of separation than the
horizontal array. The enveloves of the normalized covariance betweer
all the possible pairs of nine elements in the vertical array are shown
in Figs. V-L9 through V-52. The greater covariance is also cbvizus
in these plots. It can be seen that all the envelopes have a similar
dependence upon t. That is, the value of t for which the envelores

decrease to zero is the same for all the envelores.

The corresponding phases are shown in Tigs., V=53 *rr-. &k
7-56. It was shown earlier that the vphase at anyv specified seraratio
changed with time. 1In these figures the changfe in vrhase with sevaraticor

at a specified time is more obvious. The change in thase as a Tincoti-n

5 1t is also evident., The phases dc net exhidit the zsimmetry lemcon-

strated by the herizontal phases. Furthermcre, the tnases chance with
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time. Thus the vertical covariance does not represent a jointly wide-~

sense stationary process.

Since the model did not correctly predict the dependence
of the envelope of the vertical covariance on cpatial separation, com-~
putation of the theoretical covariance for all pairs of elements of the
vertical array would not provide much additional information. However,

the covariance between channel 1 and the other vertical elements was

computed and is displayed in Fig. V-57. Even though the model predicted
the temporal extent of the envelope correctly, the magnitude of the
envelope was overestimated, as was shown previcusly. The phases were
computed with the vertical array and projector at the same grazing
angle with the surface. Thus, although the theoretical phase changes
with separation as does the sample estimate of the phase, there is an
offset between the two estimates.

V.3.5 Examination of the Failure of the Model

In order to gain insights into why the model failed to
correctly account for the dependence of the envelope of the covariance
on vertical separation, it is important to consider that the model
provided good agreement with experiment in many instances. The model
correctly predicted the dependence of the variance on time, indicating
the grazing angle, directivity patterns, and locations of sensors were
being correctly taken into account. It also predicted the temporal
extent of the covariance by taking into account the pulse length anu
frequency response of the projector and receivers. Most importantly,

the dependence of the envelope of the covariance on spatial separation
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in the horizontal orientation was correctly taken into account. Any
possible explanations of the failure of the model to predict the vertical
covariance, and subsequently any changes to the model, must allow the
model to continue correctly predicting these things. With this guideline
in mind, it is appropriate to examine the model to determine why it
correctly predicted the horizontal covariance.

First of all, it is important to determine why the model

correctly predicted that the horizontal covariance would decrease rapidly
with spatial separation. Determination of the predominant cause of this
decrease in covariance may indicate what additional factors should be
considered which would decrease the covariance in the vertical case. The
basic assumption of the model is that the backscattered return at a
receiver is the result of a linear superposition of returns from point

scatterers imbedded in the surface:

X(t) = Uj(t,Aj) R

where UJ(t,XJ) is the return from the jth scatterer at position Aj’
M(t”) is the number of contributing scatterers at time t°, and X(t)

is the total return at the receiver at time t. The covariance between
two spatially separated receivers is due to scatterers which are
providing returns to both receivers. If an elementary return is
different at the two receivers, and if all the elementary returns are
contributing differently, then it could be expected that when all the

elementary returns are combined, the returns at the two receivers could

be incoherent. More specifically, the covariance between two returns




Xl(tl) and Xe(t2) has been shown in Chapter III to be given by

(12) .y .
K7t ,t, [t7) = IA12 b (0t )(bl(tl,x,el)

2 E’A’62l>6dk ?

which in the present study was simplified through the appropriation of

several assumptions to

K(lz)(tl,telt’) = o / Uy (t,2)

{(t.,r)ds ,
5 2

U2
where the integration is over the plane of the surface which contains ‘

scatterers distributed uniformly in the region Al with a density o

2
A) is the elementary return at receiver 1 at time tl due to the r

scatterer at position A, and Uz(t2,A) is the return at receiver 2 at H

Ul(tl’

time t2 due to the same scatterer. If the integration of the product

of Ul and U2 over the scattering region is small, then the covariance

will be small. This is the case if the product of U, and U, is approxi-

1

mately equally distributed about zero over the range of integraticn. :

It was shown in Chapter III, Section 2, that this product derenied uvcn
. Rro~Fr1 . Rro~Rr1 .
terms containing cosw f ——— and sinw |——— ] where R is the
o c o) o R1

path length from scatterer to receiver 1, and RR° is the path lengt
from the same scatterer to receiver 2. Thus if this path length di“fer-
)
2

s s . o) 2
R changed significantly with respect to = T uver the

ence RRZ- R1 X

various contributing scatterers, then the product of . and ', would

4 3
oscillate and integrate to approximately zero. Therefore it can be
concluded that in a very gualitative sense, if the path length differ-

ence between a scatterer and the two receivers changes significantly
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over the region of contributing scatterers, then the covariance between
those two receivers will be small. Conversely, if the path length
difference changes little, then the covariance will be large.

Figure V-58 illustrates the path lengths between two
receivers separated vertically and horizontally for conditions similar

to the present study. The horizontal receivers will be conside i

The area that the projector illuminates on the surface at any onc - ime
has a small downrange extent determined by the pulse length, and a larger
crossrange, or azimuthal, extent determined by the horizontal beamwidth
of the projector. It can be observed that the path length difference
RRQ_RRl changes over the region of scatterers. For a scatterer left

of center RRZ is greater than R but for a scatterer right of center

R1’
the opposite is true. Thus the geometry allows for a small covariance,
depending upon how much the path length differences change over the
scattering region. This in turn is determined by the azimuthal width

of the scattering region and the horizontal separation of the receivers.
For the present study, most of the energy from the prolector was confined
horizontally to angles 15 degrees from center. An approximate calcu-
lation of the change in path length difference over the 30 degree azimuthal
width of the scattering region for the ranges and geometries used was

made. For two elements separated horizontally by 2.54 em, the closest
horizontal spacing used, the path length differences changed by .7 A,

where A is the wavelength of the transmitted sound. This will result

in some oscillation of the integrand of the covariance integral and

result in a decreased, although probably not zero, covariance. This is
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what was observed theoretically and experimentallyv. For a horizontal
separation of 15 cm, the largest horizontal spacing used, the change
in path length difference was 4 A, which would produce significant
oscillation of the integrand term and result in very low covariance.
Again, this is what was observed. This agreement indicates that the
qualitative explanation of the covariance is a reasonable one. This
could also explain the larger covariance measured by Frazer, since his
projector was confined horizontally to angles of only +10 degrees,
resulting in less change of the path length difference. It was also ]
found that the path length difference changed negligibly with the small y’
downrange extent of the scattering region.

The path lengths to the vertical receivers and the
scattering region are indicated in Fig. V-58 from a side view. The
path lengths are different, but it can be seen that the difference
changes little over the region of scatterers. Again, an approximate
calculation indicated that over the 30 degree azimuthal extent, the

path length difference for a 10 em vertical separation changed nly

B . rei i

.03A. For a vertical separation of 1 m, the change in path leneth

difference was only .3X. Thus it can be expected from this qualitative
argument that the model would predict a very large covariance even for
large vertical separations.

Since this reasoning has qualitatively predicted the
performance which has been obtained by the model, then the same reasoning
may indicate possible changes to the model which would bring the vertical

covariance into better agreement with the experimental results. In

particular, it can be observed that in order to change the path length

niftcamnanitioum




differences for vertical receivers in the same way in which the horicon-

tal path length differences were changed, it would be necessary to :
consider the scatterers distributed vertically below the surface as
well as on the surface and integrate over the depth of the scatterers

as well as on the surface. Thus the covariance could be calculated as

(t2,x)dv ,

(12) =
K (tl,tglt ) = fAleole(tl,A)Ue

where the integration is now over a volume of scatterers. The scatter
density is now a volume scatter density and is a function of the depth '
below the surface. This implementation would be appropriate if scatter-
ing could be physically considered to occur throughout a layer bounded
by a flat surface; Although the implementation of the model can pres-
ently only perform a surface integration, it was run at several differ-
ent depths and the results manually integrated over the depth. It
was found that the vertical covariance could be reascnably reduced,
depending upon the particular dependence of the density upon deprth and
the depth of the scattering layer. For example, by considering a con-
stant scatter density as a function of depth, the value of the envelaore
of the covariance at 1=0 between receivers 1 and 2 could be reduced
from .99 to .91 by integrating over a 1.2 m depth, and could be further
reduced to as little as .24 by an integration over a depth of 3.2 m. F
The measured value of the envelope was .8k.

Although this implementation is conceptually straight-
forward, it does have some practical problems. Sfrecifically, it is
not obvious how the depth of the scattering layer and the density o7

scatterers as a function of depth would be determined. Secondiy, it is
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not known if scattering actually occurs in a layer below the surface

or if it occurs Just at the surface. Thus another implementation could
consider scattering at the surface only but allow the surface to vary
randomly in height. The original expression for the covariance contained

an expected value of the product of Ul and U, with respect to random

2
parameters 6. By retaining one random parameter, the surface wave
height z, and then performing a surface integral over the mean surface
level, the covariance could be expressed as

K(le)(t

t2[t, ) = cszlr)<Ul(t1,A,Z)Uz(tl,/\,zpzds ,

where A is the mean location of the surface and ()Z denotes the expected
value with respect to the random surface waveheight z. This implemen-~
tation has the advantage of the direct inclusion of the statistical
distribution of the surface wave heights, which is potentially measurable.

It is anticipated that neither of these implementations
would change the results for the horizontal covariance, since the path
length differences to horizontal elements do not change significantly
with depth. It is also anticipated that the temporal results would
be unaffected. Thus it appears that these implementations are reasonatle
ones to correct for the vertical covariance.

Finally, it is encouraging to observe that the basic
assunption of a superposition of point scatterers can accurately nodel
many aspects of the covariance of backscattering, and can at least
qualitatively explain those areas which it cannot presently mcdel well.
Thus it is felt that the basic model itself is still a reasonable mecdel

and that its limitations are due to the simplifications which were
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made for the current implementation of the model. It is felt that the
present study has further demonstrated the validity and usefulness of

the model, and has provided a direction for further improvements to its

implementation.
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VI. SUMMARY AND CONCLUSIONS

VI.1 Objectives of the Study

The statistical properties of surface reverberation depend upon
many varied environmental, geometrical, and sonar parameters., A complete
understanding of surface reverberation requires its study under all
these conditions. Within this broader context, the present study has
attempted to examine a few of the statistical properties under a limited
set of these parameters. Four objectives were identified for this study:
1. The primary objective was to simultanecusly measure the

dependence of the covariance upon spatial separation of the
observation points in both the horizontal and vertical
orientations. This also involved determining the change of
the spatial covariance as a function of time of observation
(t) and the difference in the observation times (t). Al~
though the most closely examined parameter was spatial
separation, it was hoped that the dependence upon some other
parameters could be inferred as well.

2. The second objective was to compare the measured results to
a theoretical model of reverberation. In this wav it was
hoped that our physical understanding of the acoustic
scattering phenomena could be extended. It was of interest
to examine a model which included most of the required
parameters in a general way, which allowed the computation

of various statistical parameters, and which had not been

21k




extensively validated experimentally. Thas Miiileton!

point-scatter model was chosen as the particular mod.-i *

examine and compare to the measured results. It wasz <2l

r

hoped that if the experimental measurements illustratei
deficiencies in the mcdel, extensions to the model co it te
identified which would more accurately predict surface
reverberation.

3. A third objective of the study was to exrerimentally —xunine

the first four univariate moments and perform univariate

tests for normality. These measurements woull rroviie zome

[

ndication of the type of distribution of the reverberati .
Although no density estimates were performed, i+t woull be

possible to do so with the data vresented in *this stuar.

L. TFinally, the fourth objective of the studv was <c
the technigues for the measurement and validution -7 rovers
beration from rmultivle receivers. A stable vlas?orm wao

desired to minimize possible eflect

w

Larger encsemble sizes were desirel in corder T velsion “ie

-

sample error. Statistical - 2:sts to efficiently vallinss

these larger ensermbles were also neeied.

orT
v L.

ny

Distinctives of the Study

vT oo

VI1.2.1 Exrverimental Distinctives

1. The measured asound was limited o buoka et ro

scund Trorm the wind-rouanensi curtace o Troora

whter lare.,
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VI.2.2
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The receivers were linear arrays oriented horizon-
tally and vertically.

A stable platform consisting of a bottom-mounted
tower was used.

Ensemble estimates were made of the various statis-
tical properties, as opposed to time-average esti-
mates.

The possible sources of measurement error were
identified and reduced to an acceptable level
through the use of specialized data collection/
recording/digitization/processing techniques.
Extensive testing of the data was performed to
validate the ensembles and to test for normality.
The first four moments and the covariance were

measured.

Theoretical Distinctives

1.

The model assumed a random surface composed of a
collection of independent point scatterers in a
homogeneous medium.

The model allowed for general geometries, including
the spatial distribution of the sensors and the
grazing angle.

General sources and receivers were allowed: fre-

quency, pulse length, directionality, bandwidth,

signal spectrum, and aperture response could be taken

= T

| ~a~vamal—
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into account.

L., The model was implemented for bandlimited transmis-
sions.

5. The scatterers were modeled as perfect point reflec-

tors distributed uniformly over the surface.

VI.3 Review of the Study

VI.3.1 Chapter I

Chapter 1 presented an introduction to the study,
citing several similar studies and exposing the need for the present
study. It was shown that the coherence of forward-scattered sound
has been examined for both vertical and horizontal arrays, but that it
was expected that backscattered sound would have significantly differ-
ent statistical properties. It was also shown that explosive sources
have been used to measure the coherence of backscattered sound for
both horizontal and vertical arrays using time averages. Significant
differences were determined between the coherence of horizontal and
vertical arrays; thus it was expected that similar differences would

be observed using a pulsed source and ensemble averages.

VI.3.2 Chapter II

The second chapter described the experimental measure-
ments. Estimates of the effects of reverberation to ambient noise ratio,
crossover between receiver channels, and finite sample size on the
accuracy of the calculation of the coherence were made. It was shown
that with the measurement system used, the primary limitation was finite

sample size. Since the accurate measurement of coherence between re-




218

ceivers also requires the preservation of the phases of the reverberation
returns at the face of the receivers, the various sources of phase
error which could be introduced into the system were identified. The
techniques for minimizing or correcting these phase errors were described.
The techniques required the proper interaction of special data collection,
analog recording, digitization, and digital processing.

One projector and two line receiving arrays were used
to collect the data. The vertical array consisted of nine elements
with a maximum separation of slightly less than 1 m. The horizontal |
array contained four elements with approximately a .15 m maximum separ-
ation. A 100 us pulsed CW signal at a center frequency of 80.0 kHz
was transmitted at the surface at a 10.5 degree grazing angle. The
center of the array was 10.2 m below the surface in approximately L0 m
of water. The water was isothermel and wave heights in the 35-50 kph
wind were approximately .3-.6 m.

VI.3.3 Chapter III

The theoretical model was described in the third chapter
of this study. Reverberation was modeled as a linear superposition of
the scattered sound from independent point scatterers representing in-
homogeneities at the surface of a homogeneous medium. Special attention
was given to the assumptions inherent in the model, and the additional
assumptions made for its current implementation. The general model
was described first, and an expression for the covariance function
was given. Several simplifying assumptions were then introduced. Among
others, the transmitted signal was assumed to be bandlimited, and the

scatterer was modeled as a perfect point reflector. An expression
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for the elementary scattered waveform, representing the waveform from
a single scatterer, was then developed, along with a simplified ex-
pression for the covariance. A quadrature representation of the co-

variance was then developed in order to allow the presentation of the

covariance in terms of its envelope and phase. The specifics of imple-
menting the model on a computer were then discussed. Some of the
details of the development of the model were expanded upon in the three
appendices.
VI.3.h Chapter IV
Chapter IV began the analysis of the data. The pro-

cedure for sampling the data to form ensembles was described, along

with the assumptions inherent in this sampling process. A 10 ms rever-
beration return was sampled at 320 kHz, resulting in 3200 samples in
time for each of 1084 pings and 13 receivers. Ensembles were formed

at each sample time, resulting in 3200 ensembles of 1084 pings each.
Subsequent analysis of the data was restricted to the last 500 samples
of each ensemble because of a changing reverberation intensityv in the
first part of the ensembles.

All 3200 ensembles of each channel were fTirst *estced for
statistical validity and then for normality. A general overview oF
statistical hypothesis testing was given, and a descripti-n of exci
test which was employed was provided. Since each sample ensemble &
treated as a random sampling of the reverberation process, then =u-r

ensemble should consist of random variables which are iniepender: i

identically distributed (i.i.d.)}. To verify the i.i.i. propertins of
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the ensembles, each ensemble was tested for randomness (independence)
and homogeneity (identical distribution). Independence guarantees that
the generation of one random variable in the ensemble was not affected
by the generation of any others, while homogeneity implies that all
the random variables come from the same parent population, that is,
they all have the same distribution. The runs up and down test was
used for testing for randomness, while the Kolmogorov-Smirnov two-
sample test and the Wilcoxon rank-sum test were used for testing for
homogeneity. Results of the tests were presented for all channels.
After determining the validity of the ensembles, they were then tested
to determine if their underlying distribution was gaussian. Four tests
for normality were applied: Pearson's test of skewness, Pearson's test
of kurtosis, D'Agostino's test, and the Kolmogorov-Smirnov one-sample
test.
VI.3.5 Chapter V

The main objective of the study was finally addressed
in Chapter V. First the techniques for the numerical computation of
the various moments and the covariance were given. It was shown that
the covariance from a bandlimited transmission consists of a time-sum
and a time-difference component. The validity of ignoring the time-sum
component was briefly discussed. The time-difference component of
the covariance was expressed in terms of an envelope function and a
phase function. The technique for rnormalizing the covariance was

defined. The sample mean, variance, skew, and kurtcsis were presented

for a limited section of the 10 ms reverberation return for all i3




channels. The difference component of the variance was also presented
and compared to the actual variance.

The last part of Chapter V provided a rather thorough
analysis of the covariance. All the analysis was performed with the
difference component. The results from the theoretical model were alsc
presented for comparison to the experimental results. First the variance
was presented over the entire 10 ms interval. Then the normalized
envelopes and phases of the auto-covariance were presented as a function
of the time difference t at a time t=75.25 ms after transmit. The
effect of pulse length on the temporal duration of the covariance was
discussed, and stationarity was examined. The auto-covariance was then
presented over the entire 10 ms interval, both normalized and unnormai-
ized. Secondly, the (ross-covariance for 1=0 was also given. 7he
envelope of the covariance as a function of spatial separation for toth
the horizontal and vertical arrays was presented for one time, and then
for the entire 10 ms interval. The phase of the covariance at 1=) was
also given over the 10 ms interval. For the vertical array, the effect

of location of the elements on the array was examined for both the

envelopes and phases. Thirdly, the covariance envelopes and thases
Finally, a qualitative explanation for the failure of the model -
correctly predict the dependence of the vertical covariance on spatial
separation was presented. Suggested changes to the model were alsc
given.

VI.h Summary of the Results of the Study

The previous section contained a review of the work which was
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: performed on this study. The results of the data analysis will now
be summarized. The results will be presented according to the objec-
tives for the study.

VI.4.1 Computation of Vertical and Horizontal Covariance

1. It was found that the normalized envelope of the
horizontal covariance at 1=0 decreased to a value of

0.1 at a separation of Just over four wavelengths.

A comparison was made to the horizontal covariance
measured by Frazer under similar circumstances. It
was found that the present study obtained smaller
values of the covariance. The difference was
attributed to the illumination of more "off-axis"
scatterers because of the wider transmit horizontal
beamwidth used in the present study.

2. The horizontal covariance at t=0 was also determined
as a function of time after transmit over the 10 ms
interval from which reverberation samples were taken.
It was found that the normalized envelopes of the
horizontal covariance were statistically constant
throughout the 10 ms interval; any fluctuations
could be attributed to the finite ensemble size,

It was also observed that the phases of the co-
variance were constant for separations which had signif-
icantly non-zero covariance envelopes, but for

small values of the covariance envelopes the phases
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changed with time. The phases which were constant
were non-zero, indicating a non-uniform scatter
density and resulting in a covariance which was less
than the envelope value.

The déﬁendence of the vertical covariance on spatial
separation was also examined. The vertical co-
variance maintained a significant level at much larger
separations than the horizontal covariance. Even

at the greatest separation of a little over 50
wavelengths, the normalized envelope of the vertical

covariance still had a value greater than 0.2.

It was also determined that the normalized envelope
of the covariance between vertically separated
receivers did not change significantly over the 10 ms
interval. However the phase of the vertical co-
variance did change with time, and the rate of change
increased with increasing vertical separation.

The change was approximately linear, indicating that
the actual covariance slowly oscillated with time.
The vertical array also contained several pairs of
elements which had the same separation at different
locations on the array. It was determined that the
envelope at a specified separation did not change

significantly with location on the arrayv, but that

the phase did. Thus the covariance was dependent not
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only on the separation of the vertical receivers,
but also on their position.

The horizontal and vertical covariances were also
examined as a function of time difference (1). It
was found that the covariance envelopes decreased
to zero in a time difference approximately equal to
the extent of the transmitted pulse after it was
filtered by the projector and receiver. The 100 us
pulse was extended in time to approximately 275 us,
and the envelope of the covariance decreased to zero
in approximately 250 us. The envelopes exhibited an
approximate even symmetry about 1=0, and the phases
had approximately an odd symmetry.

The auto-covariance for one receiver was also shown
as a function of t anl 1t over the 10 ms interval.
Non-stationarity was observed in the unnormalized
covariance over the 10 ms due to tne change of the
envelope with time. However much of this non-
stationarity was removed from the auto-covariance by
normalization.

The variance {auto-covariance at 1=0) was alsc ex-
amined as a function of time. It was found to change
with time due to the vertical directionality of the
projector. The entire 10 ms intervil c¢f reverberi-
tion resulted from ill'mination of the surface bv

the main lobe from the verticazl Jirectionality

i
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pattern of the projector.

VI.4.2 Comparison to Theoretical Model

1.

The model was found to agree well with the spatial
dependence of the normalized envelope of the co-
variance from the horizontal array. This was especially
significant since the same model also accurately
predicted the horizontal covariance obtained by
Frazer, even though the two levels of covariance
were different.

The model also correctly predicted that the envelope
of the normalized covariance would not change with
time over the 10 ms interval. The phase was pre-
dicted to be constant and near zero, as expected,
since the model assumes a uniform scatter density.
The measured phase was constant for significant
levels of covariance but was non-zero; thus the
actual measured covariance was less than predicted
because of the non-zero measured phase. The theo-
retical model did not predict the change in phase
with time for the low levels of covariance on the
horizontal array.

The envelope of the covariance as a function of
spatial separation for the vertical array was
greatly over-estimated by the model. However, the

model did correctly predict the change in phase
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as a function of time for the vertical array, and
the change in phase as a function of vertical separ-
ation.

The dependence of the covariance on time difference
was also examined by the model. Very good agree-
ment was obtained between the model and the experi-
mental results. The shaupes of the envelopes

of the auto-covariance and horizontal cross-
covariance were predicted very accurately. There was
also good agreement between the phases as a function
of 1. The envelopes of the cross-covariance of the
vertical array were overestimated, as was mentioned
earlier, but the value of 1 for which the envelopes
went to zero was correctly predicted.

The variance was also computed theoretically for

the entire 10 ms interva’ cn all 13 channels. Good
agreement was obtained with the experimental results.
This agreement indicated that the effects of depth,
grazing angle, and directionality were being correct-
ly taken into account.

An explanation for the failure of the model to
correctly predict the dependence of the envelope

of the covariance on vertical separation was also

given. It was shown that better agreement could

possibly be obtained by considering the scatterers
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distributed vertically as well as horizontally in
the plane of the surface. Two methods fcr including
a vertical distribution of the scatterc:: were
presented. One method considered the scatterers

to be distributed in a volume layer upper bounded
by the plane of the surface. The other method
considered the scatterers to be distributed only at
the surface but allowed the surface to vary randomly

in height.

VI.L.3 Computation of Moments and Tests for Normality

l. The mean, variance, skew, and kurtosis were examined,
and all 3200 ensembles of each channel were tested
for univariate normality. It was shown that the
moments contained an oscillatory component. The
fundamental frequency of the oscillation appeared
to depend upon the order of the moment, that is,
the rth moment appeared to oscillate fundamentaily
at a frequency of rew . It was shown that th= amrli-
tude of the mean was not statistically large. [%
was also shown that the oscillation of the variance
was not statistically large compared tc the differenc
component of the variance. The cscillations -f
the skew were shown to be symmeiric about zero.

Since a normal distribution has zerc skew, it waszs

chown that deviations from normality iie o sxow

different from zero were due t¢ the orcillatory
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component of the skew. However, this was found not
to be the case for the kurtosis. A normal kurtosis
has a value of 3, but the measured kurtosis was not
symmetric about a value of 3. Rather, it was gen-
erally larger than 3. Thus deviations from normal-
ity were due to & larger than normal kurtosis.
Several tests for normality were performed. The
ensembles were generally found to be non-normal due
to a slight amount of skew and a significantly large
kurtosis. This result is in contrast to other
studies which have indicated that surface reverber-

ation was normally distributed.

VI.L.h Development of Measurement Techniques and Data Validation

1.

Tests for randomness and homogeneity were selected
for power and computati-nal efficiency. Ensembles
of 1000 samples were found to be random (independent)
but inhomogeneous. Much of the inhomogeneity was
removed by restricting the ensembles to the last 500
samples. The inhomogeneity was attributed to a
change in reverberation intensity during the collec-
tion of the data. Thus it was possible to generate
statistically valid sample ensembles.

A technigue was demonstrated which reduced the

measurement errors to an acceptable level.




e
2

VI.5 Conclusions

Now that the work performed in this study has been reviewed and
the results summarized, a number of conclusions can be drawn. The
conclusions will also be organized according to the objectives of the

study.

VI.5.1 Computation of Vertical and Horizontal Covariance

1. Significant levels of covariance can extend out ¢
relatively large separations. It is sometimes
assumed that signal processing gain can be achievel
by lengthening a receiving array since the noise

is incoherent over the extended length while the

signal remains coherent. It has beern shown here *ha-

in some cases this assumption can be very misleaiiny
Thus simplistic assumptions in the design of sonar
systems may lead tc perfcrmance predictions vhich

are not achievable in rractice. More accurate

designs and performance predictions can be chtained

by considering results such as freser
study.

2. It is also cbvious tha® *he covariance between Two
receivers is greatly affectel by the relative ~rien-
tation of the receivers, and nct Just bty tholr
separation. In particular, the covariance belwes:n
vertically separated elements i. much larsor chan

betweer. horizontally separztel] elements, nt _enst v




the case examined. The time dependence of the
covariance is also greatly affected by the orienta-
tion of the receivers. The horizontal covariance
was constant with time, while the vertical co-
variance slowly oscillated with time. The vertical
covariance also depended upon the location on the
array. Both these effects, the time dependence

and the location dependence, can be equated to a
dependence upon grazing angle. The normalized
covariance for the horizontal array was unaffected
by grazing angle over the limited range examined,
while the normalized covariance for the vertical
array was greatly affected. Thus geometrical
parameters such as spatial distribution of the
sensors and grazing angle can have a very signifi-
cant effect upon covariance.

It can also be concluded from this study that sonar
parameters can determine some of the characteristics
of the covariance. The temporal extent of the
covariance is determined in part by the length of
the transmitted pulse after it has been filtered by
the transmitting and receiving apertures. Thus

the pulse length and the freguency responses of the

transmitter and receivers affect the temporal extent

of the covariance. It has been shown in other
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studies that the frequency spectrum of the
transmitted signal can also affect the temporal
extent of the covariance. It has been inferred by
a comparison of the results from this study and the
study by Frazer that the level of the covariance
between horizontal receivers can be affected by the
projector's horizontal beamwidth. The projectcor's
vertical beamwidth certainly affects the level of
the unnormalized covariance. Therefore, sonar
parameters such as pulse length, directionality,
aperture response, and signal spectrum affect the
covariance of surface reverberation.

Based on the non-zero phase cf the horizental co-
variance, it was inferred that surface scatter
censity was not uniformly distributed. A non-
uniform scatter density is most likely zitributarli-
to a shadowing of scatterers as a function of aci-
muthal angle to the surface. Thus the shadowing
function would depend uvon such factors as the ancle
between the wind direction and the direction tue
array is pointing, the wave height distridutiorn, ani
the wave spectrum. It was also shown that the
vertical covariance most likely depends upon wave

height distribution. Thus, although the vrecent

study had very little contrcl over environmental




232

conditions, several observed phenomena could

possibly be explained by environmental effects.

VI.5.2 Comparison to Theoretical Model

1.

A realistic model must be able to correctly take into
account all these various parameters which affect

the covariance of reverberation. It can be concluded
that, at least over the range of parameters consid-
ered, the model used in this study is correctly
taking into account the various sonar and geometrical
parameters, but needs to additionally take into
account some environmental parameters.

In spite of this additional need, a number of proper-
ties of the covariance can already be predicted.

The horizontal covariance is being modeled reason-
ably well (with the exception of non-zero phase).

The temporal extent of the covariance and the change
of the variance and covariance with time is being
predicted. Thus many aspects of the covariance

can be predicted without environmental information.
The present study has also served to reinforce

the basic assumptions and approach of the point-
scatter model. The many properties of the co-
variance which could be predicted by the model indicate

the reasonableness of its basic approach. 1In

addition, a reasonable explanation of the failure
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of the model to predict the vertical covariance

3 co."ld be made from the model, indicating a failure
not of the basic model, but of its current imple-

: mentation. Therefore it can be concluded that this
point-scatter model is a reasonable model of

surface reverberation which has proven to be accurate

under certain conditions.

VI.5.3 Computation of Moments and Tests for Normality

1. From the comparison of the difference component

of the variances and actual variances, it can be
concluded that the sum term of the variance is
measurable. In this case, it was small in
comparison to the difference term of the variance,
but it may not be small in every instance. It is
not known to what extent the sum term of the var-
iance (or covariance) will affect the performance
of signal processing schemes which depend upon .
information about the covariance of the ncise field.
2. It was also observed that all the moments examinel
contained an oscillatory component which hai a
varying amplitude. It was shown that although the 3
mean oscillated, the extent of its amplitude was
not statistically different from zero. Thus from

a statistical viewpoint the mean can be considered

to be zero. That is, the random amplitude of the
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oscillation was not significantly different from
zero in comparison to the magnitude of the variance.
In this case it can be concluded that the moments
examined were not con: tant with time, containing
both a random magnitude which changed slowly with
time and a component which oscillated rapidly with
time. However, the magnitudes of these oscillations
were not large.

Although density estimates were not made for these
data, the data were tested for normality and found
to be non-gaussian due to a larger than normal
kurtosis. Tests for normality on other surface
reverberation data have shown them to be gaussian.
However, it is not well known under what conditions
gaussian behavior is to be expected. Thus it is
concluded that surface reverberation can exhibit
non-gaussian behavior, although the reasons for

this behavior are unknown.

VI.5.4 Development of Measurement Technigues and Data Validation

1.

Considering the validation of the sample ensembles,
one can conclude that random ensembles can be
generated, but that care must be taken to ensure
their homogeneity. 1In particular, changes in the
reverberation intensity during the generation of the

ensemble data can lead to inhomogeneities. Thus




specific tests for homogeneity should be pertformed.

VI.6 Accomplishments and Contributions

The summary and conclusions that have just been made for thic

study lead to the identification of several accomplishments and contri-

butions which have resulted from the study:

1.

The covariance of surface reverberation from a pulsed source

was measured simultaneously in both the horizontal und ver-
tical orientations and found to be quite different. A
detailed analysis of these differences was provided.

It was shown that the covariance of surface reverberation
depends upon many environmental, geometrical, and scnar
parameters.

The accuracy of the theoretical model was verified for the
horizontal covariance. It was shown that the model Is
correctly taking into account many of the parameter.: wil h
affect surface reverberation.

A deficiency in the model was identified. The ress n Ior
the deficiency was =z2ttributed to the failure of the -Lrrerns
implementation of the model to take into account cer*alin
environmenta. condi*ions. The abiiity of *L~ nmodel

explain the failure of this implermentation, aione wi*h *he
ability of the model to correctly predict muny n2spersc 7
the covariance, has provided additional confiience i: 3.

point-scatter aprrcach ¢f the mciel.

Univarinte romencc 5f the reverterat) n were ~loae vy

v

i
S
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examined. Oscillation of the moments was demonstrated.

6. The sum term of the variance was shown to be measurable,
thus bringing into question the indiscriminate application
of the difference component approximation of the covariance.

T. It was demonstrated that surface reverberation can be non-
gaussian.

8. It was shown that large ensemble sizes (500) could be
constructed and validated.

VI.7T Recommendations for Further Study

As is typical of most studies of this type, as many questions !
have been raised as have been answered. Several directions for further
research have become obvious during the course of the study. Thus
it seems reasonable to conclude with a list of recommendetions for
further study:

1. An attempt should be made to extend the theoretical model

so that it will correctly predict the dependence of the
covariance on vertical separation. It is felt that the
greatest potential for doing so lies in the proper inclusion
of the statistical distribution of the surface wave heights.
2. The model should also be extended to predict the non-zero

phase of the horizontal covariance. The addition of a H

shadowing function which depends upon the direction of the

waves, the wave spectrum, and the wave heights to effectively

produce a non-uniform scatter density appears to be a ﬂ

reasonable approach.
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3. In order to validate these extensions to the model, addi-

tional experimental data, including m ,urements of wind

direction, wave heights, and wave spectra, will be necessary,
L. There are several advantages to conducting experiments in a
controlled environment such as a tank. The effects of
environmental conditions may be studied individually and
with better control.
5. It would also be of interest to extend the model to predict
other moments in addition to the covariance.

6. Some unexpected effects were observed when the covariance

was low. It was speculated that secondary scattering may
be their cause. Although these effects appear to have
little practical significance, further study of them may
be of interest.

7. Additional data at different pulse lengths, grazing angles,
and projector horizontal beamwidths would help to confirm
some of the tentative conclusions drawn from this study
concerning the effects of these parameters.

8. The model has yet to be validated for other than pulsed CW
signals. Since experimental results have shown that other
transmit types, such as linear frequency modulated trans-
missions, produce results which differ from the results from

pulsed CW transmissions, it would be useful to validate

the model under these different conditions.

9. Since it has been shown that reverberation is sometimes v

gaussian and sometimes non-gaussian, it would be very useful
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to determine under what conditions a departure from normal-
ity can be expected.

Improved criteria for accepting or rejecting an entire set
of ensembles for a statistical hypothesis test should be
developed.

An examination of the power and cross-power spectra in

conjunction with the covariance would be useful.
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APPENDIX A
DERIVATION OF THE CHARACTERISTIC FUNCTION AND MOMENT:

The following is a derivation of the charactoeristic fun*i
and moments of the reverberation process for one ani two receiver:.
The derivation follows closely Ref. 27, but in abbreviated Torn.

The receiver output at time t due tc a single peint coa’ erer

at point A, is denoted by Uj(t,li). The receiver output Irom u..

J

scatterers which were illuminatel is just the sum oo all elemenry

scattered returns Uj(t,xj):
M(2 )

X(t,t7) = z Uj(t,kj)

ot

Co

where M(t“) is the number of contributing scatterers at time t°. What
needs to be determined here is the covariance of X between two times

foint density function

[S 3

tl, t?' The procedure will be t> determine the

of x(t1) anc X(tg) in termws of the Foisson ii

[f]

tributicn cf
and ther. Fourier transform the jcint density functicn to ret the frint
characteristic function, from which the ccvariance can bes caloulatel
by taking the appropriate deriva*ives,

The joint dersity functicn ¢f the twc signzls ¥it,) and ¥+ )

and the number of corntributing sca“*erers I in trne sratizl Iinterval
at the time t~° is

'
x2,:,,x,z‘,n>

WX ,t

4

ct
b
2]

which can be written in terms of “he (oint conil

nal gensity anctoon




2ho

W(Xl,tl,xg,t2|N,t’,A)

as
w(xl )Xy, 2,Nlt ,A) = P(N]t", AW (Xl,tl,Xz,tle,t‘,A)

where P(NIt',A) is the probability function of the discrete random var-

iable N. The joint density function of Xl and X, alone is Jjust

2

1%0s t2]t A)

o]
A)
W(X] st ZJ w(xl,w:1 ooty lt”

Z P(N[t7,AW(X, .t
N=0

P ,tle;t‘,A) (A.1)

since N is discrete.
P(N|t“,A) is the probability of N events in the interval A. The
basic assumption is that this probability is Poisson distributed, i.e.,

for each point A, in A, the probability that exactly N events occur in

J
a sufficiently small interval AAJ about Aj is
N
‘LA = ’ -pAA
P(N|t",5 j) (p(t ,AJ)AAJ] exp[-pa j]/N!

where p(t~”,A,) is the density of the process.

J
By taking the Fourier transform of Eg. (A.1l) for the smaller

interval A} ,, we get
oJ

Fe(lﬁl,tl,lﬁg,t2lt ,AAJ) =
gZé P(N|t~ ey JF, (16,80 ,18,,t, N5t ,ij) (A.2)

where F2 is the Joint characteristic function. From the definition of

the characteristic function and the receiver output X:




assumption that all the U

= expl{~pAA

From the property of this exponential, if A is the sum of all

dent, non-overlapping intervals A)

F2(i£l,tl,i£2,t2|N;t‘,MJ)= Cexpilg X +€,X,))

<epr.(lElEUJ 1 J )+E JEIU (t J))>

N
= <3131 expi(sluj(tl,AJ)+£2UJ(te,AJ)))

N
= I Comile 0ty el e 0

J

(expi(ElU(tl,)\)"'EZU(‘CZ,)\) ))N

By substituting this into Eg. (A.2), we get

Fo(if) st »ikpt, |t ,00) = ;éo P(N[t”,00,) Cexpi(f U +€. 1, )"

- N
2: pAX exp[—pAA /N1 <eXD1 U *5 U ))
N=0 e

~ 1 . N
= expl prj 1Y T prJ (expil(E U +E U )3

17272

N=0 ¢

j ] eXP[DM\J <expi(glul+g2U2 D3

= exp pAA (expl(é U +£,)U2)>-l)]

= exp[oM‘j (expi(£1U1+€2U2)-1)]

then

J,

indeyen=

This last step is possible since the U, are independent. By making the

3 are identical, the expression can be written
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Fe(lgl,tl,lgg,tzlt ) = Sx F, (1€l,tl,1£2,t2|t ,MJ)

]

; explpar, {expi(€ U;+£,U,)-1)]

]

exp| ZQAAJ (expi(€ U +E,U,)-1)]
J

In the limit as AAJ+O, this becomes
Fg(iil,tl,iig,t2|t‘,A) =
exv[IAp(t‘,A)(expi(&lu(tl,k)+£2U(t2,x))—1>(ak]
This is the joint characteristic function of the two receiver outputs
X(tl) and X(t2)' The characteristic function of a single receiver
output would just be
F (i€t [t7,0) = exp([,0(t ,x)<exp1(glul)-1)dxj

The expected value of X(tl) is

(Rt = -1 = B (g0 60,0

13 1 £=0

- K .
= -1 [0 i, <exp1£lUl-l>d)\Fl|E___o

i

-1 fpe {iUjexpig U ) GF [,

N <Ul) A

Likewise the expected value of the product of the two receiver outputs

/ .
X\tl) and X(t2) is

2

= .=
(x(e x(2,)) = - T 5E; P,

§,=6,=0




which turns out to be

[yp CUu)> ax + [pCu> ar [o (1)

Thus, the temporal covariance

Ky (ty,t,0t7) = (X(tl)x(t2)> - (xle ) ) (x

ot

FP
al
“

is just

IIICANY {ult ;1) v (t,,1)) ar

This is the temporal covariance of a single receiver. Tre cxvepns.-

the joint spatial-temporal covariance of the outputs e )

2
X( )(tﬁ) of two receivers follows exactiy the same argument

(=

vield the similar result:

(12) L . o N >
K (t,t,0t7) = fA P o{t70) <¥1‘t1’“‘~“;’ )

[
12

where X(l)(tl) is the output of receiver 1 at time t, ani ¥

the output of receiver 2 at time t_ . A is the rewion -

whichk contributed to the simnw.. a* both receivers anld

density of these scatterers.

fon




APPENDIX B

THE ELEMENTARY SCATTERED WAVEFORM

Utilizing the assumptions stated in Chapter III, the form for
the elementary scattered wave U(t,\) is developed. The procedure
amounts to convoluting the transmitting, scattering, and receiving
apertures with the appropriate signal and solving the homogeneous wave
equation in the medium.

Beginning with the transmitter, the pressure density at the
pointlg on the surface of the transmitter (Fig. B-1) is just the con-
volution of the input electrical signal with the response function of
“ue transmitter. In the frequency domain this is

iwt

— _ - / ,
Gp(t,€) = aT(E){: T (£)8; (f)e™ar

where

Sin(f) is the frequency spectrum of the input electrical
signal,

TT(f) is the frequency response function of the transmitter, and

aT(E) is the transmitter aperture, and is the spatial Fourier
transform of the beam pattern. It is assumed that the aper-
ture is frequency independent and that Sin is the same for
21l points Z on the traﬁsmitter.

The incident pressure at any point RT from the transmitter in

the homogeneous medium is given by the solution of the wave equation

2

v° P, -P, /e
ine” “ine

-
= —GT(t,E)

2Lk
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The solution is

- r 2 dE
Pinc(t’RT) - IVT G (t'c’g) Lnr

where GT is given above and

r = RT - £

1.1 r_ T __'T
F TR and = -

and substituting G_ in from above gives

T

1

hnRT

where the integral over'g has been incorporated into the beam pattern

Pinc(t’RT) =

I AT(g-§T>TT(f)sin(f)eiw(t‘Z_)df

AT as the inverse Fourier transform of g

T

To get the scattered pressure, it is first necessary to consider
the reradiated pressure density over the scatterer. This pressure
density is Jjust the convolution of the incident pressure on the scatterer
with the response function of the scatterer, just as was done with the
electrical signal and the response function of the transmitter. It is,

this time, in the time domain:

- e - o0 -
G = -
scat (tRIRY) = 8(R) [ n(otfRIP, (t-1,Rp)dr
where 6(R) is the delta function and is the spatial aperture of the 1
point scatterer, and h(T,t|§m) is the response function of the scatterer.
The response function is time varying and thus spreads the incident

wave in frequency as well as time delay.

The scattered pressure is again the solution of the homogeneous




I

scalar wave equation

5 . _ .
VPicat T Pscat/c2 - —Gscat(t’RlRT)
The solution is
- r = dR
Pscat(t’r ) = J’V Gscat(t_c’erT) Jp.

scat

- ” = S, .
where T = T° - Rand ¥” is a vector from the sScatterer to receiver.

Substituting in for Gsc and integrating over the delta function

at
-
8(R) gives

- - ___l__ ® N _r—‘ .EA £
scat(t’r ) = (hn)2R - j-w J(f’t-<:|RT)AT(c >TT(‘)
T
, r’ RT
x sin(f)el“(t'T?“TT)df

where the impulse response function h has been absorbed intoy by

integrating over T; that is,

Hi

.-
y(f,t="—|Rp) .

o r’y -iwT
I h(T,t-T;,R Je dt
A1l that 1is left to do now is to convolve this scattered rressure

with the receiving aperture to get the elementary scattered return,

namely:

an!
vy
S
-
oyl
[0}
)

W aad
= T_(£7)1
ult,Ry) vadﬁhR(n)f_w (77
where aq(n) is the receiver aperture, TR(f') is the receiver freguency

5 i F i transform of ¥ t Y. It
response, and Pscat("RR) is the Fourier transfcrm o scat( ’RR

is assumed that the receiver is in the farfield of the scatterer s
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that the farfield assumptions made previously are also applied here.
Substituting the equation for Pscat(f"RR) into the equation for the

elementary scattered return gives

£ n

[T, ae [ arT (£7)A (< RR>Y(f,f‘-f|§T)

B, . B

iw {(t-—)-in—
¢ c

u(t, ) = —t
v g,

x AT(gﬁT)TT(f)sin(f)e

where Y(f,f’—flﬁ&) is the Fourier transform of y with respect to f~°-f.
It is a measure of the amount a frequency component f is shifted by
£ -f.

The simplest approximation to make is that the scatterer does

not spread the frequencies of the incident wave. 1In this case
Y(r,e7~2R ) = Y(frﬁT)G(f -f)

and the elementary scattered return reduces to

U(t,R,) = ?z;;%;;;; . dfTR(f)AR(gﬁR)Y(f|RT)AT(§§T) T (£)
TR 3
x Sin(f)elu(t— c L . !

To a good approximation, the beam patterns are independent of frequency

for a narrowband signal. If it is also assumed that the point scatterer
g P

attenuates all frequencies of a narrowband signal equally, then Y ()

is independent of frequency, Y(f) = Y. Thus, the point scatterer is

moielor wr o perfent noint reflector,

Cagees o
A 4d =

With these twc assumptionsz the clementary scattered retu




chy

n n R, +K,
YAR(RR)AT(RT) ; R T,

ult,K Lo AT DT 05,

):
R 2
(Lm)“RoRr,
This integral is Just a function of the receiver and traznsmitter fre-
quency response and the spectrum of the input electronic signal. It
represents the input signal after it has been filtered by the trans-
mitting and receiving array, and is measured experimentally for the
particular transmitter and receiver used. As such, it is a bandlimited
signal and can be represented in the form

Vit = t +
(t.) = alt Jeoslw t @(tr)]
where
+
Fr* Ry
t = —_
r c

is the retarded time. Thus, the elementary scattered return is

YAR(ﬁR)AT(RT)

)
1 Ll
(hn) "Ry ke

U(t,R.) =

. vt )

r




APTENDITX

DETATILS OF THE COMPUTATTION OF THE DIRECTTVI™Y

FUNCTIONS AND TRANSFORMATION FACTOR

The directivity functions for the projector and receiver s
riven in Chapter I1T need to be expressed in terms oF the varisbles of

integration tT and p. This requires a change of vuriables rrom the

coordinate system centered on an element to the variables or integration

tT and ¢. The following is a description of the transformation rela-
tionships.

The products sianoosBT, aing, sinRT, sina. o~

L, and
K1 Ri’

T

sina_.sinB_. can be related to the vectors R and R . by the following:
Ri Ri T Ri

R,
sina_cos3B, , = ==
T T R_,[1
R
. ing. = ¥
sino sinB,, =
T T RT
sina_.cosB = RRiZ
iy -5 Ri R,
Ri
sina_ . sinf = ﬁﬁil
TETRITTPRL R,
Ri

where

=
]

+R., +R,
T RTI Ty
Vil ene

me JHEL L R
ix Riy HRic

T
i)

RTX' RTV: and RT” are the Cartesinn coordinates of the vector R

ITV b

i)




..y R.. are the Cartesian coordinates of the vector‘ﬁ .
Riy Riz Ri

and RRix’ R

b

as illustrated in Fig. III-3. Since the coordinates A of the point
scatterer are given in terms of the variables QT and ¢, it is necessary
to relate'ﬁT and'ﬁﬁi to these variables in order to compute thesc
products.

Consider a coordinate system on the surface directly above the
center of the array of receivers and projector, as shown in Fig. C-1.
The vector‘i is the vector from the origin to the point scatterer,
where the components of i, the unit vector in the direction of'T, are
(sin¢, cos¢, O). The Vector“ﬁRi is the vector from the ith receiver to
the point scatterer, and'ﬁ% is the vector from the projector to the

point scatterer. The magnitude of ﬁT,is

\RTI = cttp

The coordinate syster: at the surface can be related to the coordinate
system centered at the projector or receivers by a translation to the
center of the array representing the depth of the center of the array
below the surface, a rotation of the array through an angle ¥ to produce
the desired grazing angle with the surface, and a translati.n along ihe

surface of the array to the location of the projector or receivers within

— — -‘\

the array. Thus the vectors R_ and Rwi are related to the vector
1 -

. Ty

the following transforiiations:

ﬁT = 5(%\-1) - VT

py = SO0 - Ty
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where
U is the vector from the origin on the surface to the center of
the array at a depth h below the surface: ‘
0
u = 0 5
~h
’ﬁr is the vector from the center of the array to the projector,
and depends on the location of the projector on the array;
ﬁhi is the vector from the center of the array to the ith
receiver, and depends on the location of the receiver on the !f
array;
and
S is the rotation matrix representing a rotation through the
angle y:
1 0 0
S = 0 cosy siny
0 -siny cosy
Since the unit vector A is known, it is only necessary to determine [il ‘

Y - -
in order to determine the vector X and thus compute RT and RRi' To K

- -

determine |A|, consider first the vector RT for X = 0. In this case

—
RT points to the origin of the surface coordinates and is given by

-

RT = -(SE+G&), for A = 0

The negative of this vector is represented in Fig. (¢-1 by the veotor

-l .
rT, i.e.,
e e 3 .
r.=Su+%v
T T

- - ~
Next, consider the vector R, for X = A. This vector is desifnated oy
4




-
voand is miven by

"\-‘ ~A o a e “A ‘.x- - “A _?
F E)(l\—ll) - V‘l‘ L TRt I v']' R A
- .
From Fig. C=1 it can be seen thiar b vest oo din th i
. .

svstem centered at he reoiecios, deatenated by V70 10 duet

/.‘ . o - N

Vo= ol 4+ e = 8 s

m ~

If a line is drawn frorm the coordinate origin ot the srojecror to

—

sect the vector A

section and the coordinate orisin st

product mf'?T and

coordinate origin

ot g right anole, then the distance between

o

the surface is sive-

-\
V. The Jdistance between the intervasection @

a1t the projector is then given by

Thus the distance

trom the intersection to the point costtem-s

7
IR T-(F T

FF ‘
and the magnitude

—_

—3

S X ia therelfore siven by

|)\| = r']“)\-+/l D m —(-I? ) ) .

A

1

A hrul
Sinece the unit vector X is known, then the vector Vo hns tine been

mined. Knowinp,j
given coordinate

used to compute !
This thus allows

vrojector and re

The tranc

T = PN
, the vertors P"T and h'q' carn be ealeulated O
Ri

-l -

transformations.  The components o K, ona

"

: i

he product s reqiaired by tne dirveesivity el

comrutation of the Jirectivity fa, ctions ror

lvers in the correct coordinate syvatem,

formation factor woean also now be expressed

4

in

by the jwuner

the

fet mre

e thern

salaticne.,

it

termr
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of tT and ¢. The surface integration can be expressed in terms of the
surface coordinates A = ]?l and ¢ by

dS = AdAd¢
It is now necessary to transform the variable X to the variable RT=ch.

From the expression above for A, it can be seen that

d—A"" RT ?
dR, - oA
T R -(rT rT-(rT X))
Thus AR_dR
- RT T
Adr = 2 o m - AN 2
J;%T- rT°rT-(rT'>\ )5)
) 7,1
= + .
Er A | T
T T T T
=w RTdRT
_ 2
=wec tTdtT
Therefore
as = wcgt dt_de¢
T T
where
A ‘;\,
r L[]
w=1+ —— T
5 E A L\2
VRT-(% rT—(';T 7))
For the geometry of the present study, w was very cloge 2 1 over *he

range of tT and 3 considered.
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